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Introduction

Oceans and seas may be receiving petroleum substances, including oil, from

two sources: natural leaks (or seeps) through the seabed sediments or just

through geological fractures, and from anthropogenic activities, such as

hydrocarbon exploration, production, and transportation. Appreciating that

those two may not be sometimes clearly identifiable/differentiable and are

hard to be assessed separately, this book focuses on the hydrocarbons

received by the marine environment from the latter source. Specific attention

in this book is paid to assessing the fate of those hydrocarbons and their

impacts on the marine and coastal environments. Environments here are

understood in the widest possible sense and include ecosystems and their

components, social environment, and economic environment.

The written history of the anthropogenic marine petroleum spills spans

more than a century, with multiple spill locations present in each of the

oceans, as well as in marginal and internal seas. Some of the first spill

records are related to petroleum transport from Borneo to Australia (SS

Petriana, around 1300 tons spilled in Port Phillip Bay (Petriana, 1903), and

from the United States of America to England (Thomas W. Lawson, around

7400 tons spilled near Isles of Scilly (Larn, 1992). Much more recently, in

2018, all 136,000 tons of natural-gas condensate cargo being transported

from Iran to South Korea were spilled in the East China Sea (Madrigal,

2018).

Since the late forties of the 20th century, the advancements of exploration

methods, of constructing and maintaining shelf and deepwater drilling plat-

form technologies, and, since the late seventieth, floating production storage

and offloading units brought petroleum pollution threats to the offshore

areas, which previously would be located far away from shipping routes.

Pertaining to the difficulties of capping pressurized underwater wells in a

case of blowout, the largest (in terms of the amount of spilled hydrocarbon)

marine spills are contributed to offshore exploration and production. The

latest incidents of this kind, which had international impact and conse-

quences, were Montara in the Timor Sea in 2009 (up to 30,000 tons spilled;

https://www.environment.gov.au/marine/marine-pollution/montara-oil-spill) and

Deepwater Horizon in the Gulf of Mexico in 2010 (up to 627,000 tons spilled;

https://www.epa.gov/enforcement/deepwater-horizon-bp-gulf-mexico-oil-spill).
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Despite building the hazard awareness and investing into the respective

training of personnel, into the latest technology and the most advanced petro-

leum exploration and transportation equipment, as well as into the develop-

ment of spill prevention regulations and procedures, spills continue occurring

due to either or both human error/lapse of judgment and equipment failure.

Thus we should do our best to be prepared to respond quickly and effectively

to such events, which—if unprepared—may very quickly become catastroph-

ically damaging to humans and more broadly to the marine and coastal

environments.

This book focuses on the state-of-the-art desktop and laboratory assess-

ments that as a rule can and should be undertaken at the stage of preparation

for a spill event, which may be taking place in the marine environment. The

authors contributing for this book look at the modern data collection and

computational techniques and methodologies, numerical algorithms, and lab-

oratory procedures, which can help us with understanding the present-day

environmental conditions of the area of interest or concern, hydrocarbon

properties and behavior when spilled, how an oil slick may move in the

marine environment horizontally and—if spilled from seabed—vertically,

how hydrocarbon toxicity may be estimated and which oil components may

pose the greatest risk in terms of toxicity, how we may prepare and mount

spill response, and, finally, which decision support tools and hardware are

available and may be used in a spill event.

The authors believe that the book fills the gap in the current market

because it provides a comprehensive and up-to-date source of information on

a wide range of spill assessment topics, each of which is of critical impor-

tance for painting a consistent and coherent picture of a spill event and its

probable consequences. As such, the book is intended to be read by subject

matter specialists—researchers and students in the respective fields—as well

as oil and gas industry and maritime safety professionals, regulators, decision

makers, first responders, contingency, and response planning software devel-

opers. Though intended to mainly be read by people with a professional

interest in marine spill assessments, everybody else with general interested

in the subject (e.g., environmental activists and members of environmentally

oriented nongovernmental organizations) will find it easy to read, learn, and

understand, thanks to the thorough explanations of the used terms and termi-

nology and presented practical examples.

In accordance with the above major topics, the book is structured as

follows:

The first chapter focuses on the baseline data, which are a crucial compo-

nent at the stages of spill prevention, preparedness, and response. The chap-

ter discusses types of baseline information, data availability, and limitations

as well as guides the reader through the process and requirements of building

baseline datasets relevant to marine spills. Improving data availability and

quality through better networking between research and industry groups,
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ease of data acquisition and validation, and timely, automated where possi-

ble, updates are noted as necessary future steps in forming comprehensive

baseline datasets.

Spill weathering processes are central to the second chapter, which states

that assessing spill behavior is not rocket science but, in fact, is much more

complex. This statement is reinforced by describing factual difficulties facing

everybody who is dealing with characterizing hydrocarbon properties, and

itemizing and parameterizing weathering phenomena. The chapter provides

an advice on how those difficulties can be overcome when delving into the

realm of numerical algorithm and model development for assessing how dif-

ferent hydrocarbons would weather in the marine environments.

Understanding how spilled oil moves horizontally on and with the ocean

surface and within a water layer, looking at the mathematics of the motion

and then at the solutions of how such a motion can be represented numeri-

cally are the topics of the third chapter. Importantly, both the Lagrangian

and Eulerian frameworks (the former used for simulating trajectories of indi-

vidually moving particles, which can be considered as oil parcels, and the

latter used for simulating changes of oceanographic fields in time and space)

are introduced in this chapter. The chapter discusses different levels of diffu-

sion in the ocean, what model diffusion coefficients are for and how they

can be determined. Remote current monitoring approaches, such as high-

frequency radars and satellite measurements, impacts of windage and Stokes

drift are presented. Examples of the model tool implementations are given,

and aspects of marine spill hindcast and forecast which require further

improvements are itemized in this chapter.

The subject of the fourth chapter is vertical movement of the spilled/

released from the seabed oil. The chapter discusses the impacts of rising

through and dispersing and dissolving in the water column oil. It focuses on

the turbulent diffusion and mixing processes in the ocean, and on how those

can be modeled. Particular attention is paid to how oil vertical mixing/

entrainment may be initiated by breaking waves, on determining the entrain-

ment rate and droplet size distribution, droplet rise processes and parameteri-

zations, and on how those can be affected by chemical dispersants. The

Eulerian and Lagrangian approaches to solving oil transport in the vertical

direction are presented. The chapter identifies a number of useful pitfall

examples of what should be avoided in oil spill model development and pre-

sents case studies of subsurface oil transport from known maritime incidents.

A few advanced topics and further reading are offered to inquisitive and

willing-to-learn readers.

The fifth chapter talks about the topics considered in the previous chap-

ters from the point of view of operational model development and practical

implementation for the purpose of spill response at the levels of both

national and international government response agencies. Some of the marine

spill events, which led to the introduction and adoption of international
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protocols and conventions on sea protection from pollution, and numerical

spill models based on the Lagrangian approach are itemized here. Of particu-

lar interest in this chapter are descriptions of the hydrocarbon biodegradation

processes and the pseudo-component approach used to model it, the govern-

ing equations for modeling of wellhead blowouts, the considerations of spill

assessments when sea ice is present, and the sources of marine data including

remote sensing from which information can be drawn by operational

response agencies.

The challenges of oil toxicity assessments are discussed in the sixth chap-

ter. The range of properties and variability of crude and processed petroleum

compositions as well as impacts of different degrees of weathering all play

roles in what fraction of toxic oil components may become bioavailable. For

consistent toxicity assessments, standardization of the laboratory procedures

is therefore desirable but difficult to achieve. For better results the chapter

proposes to pay specific attention to the following: preparation of exposure

solutions, characterization of exposure, proper assessment of oil component

bioavailability, and establishment of consistent end points. A method to con-

trol both the concentration and size of droplets is then described and some

application results are presented.

The seventh chapter introduces definitions of petroleum substances from

the point of view of geo-chemistry and showcases research centered on oil

detection in marine environments. The implementation of the gas

chromatography-based laboratory approaches is intercompared with such

novel techniques as multidimensional chromatography and (ultra)high-reso-

lution mass spectrometry. Several recent case studies demonstrate that the

newer techniques offer a range of improvements including identification of

spill residues over multiyear and up to multidecade periods. The implementa-

tion of the novel methods also leads to revisiting our understanding of what

happens to the spilled petroleum in the marine environment. The role of pho-

tooxidation in the weathering process is reassessed in this chapter; it is stated

that the rate of surface slick photooxidation is comparable with the rate of

evaporation. This has a direct impact on how the petroleum substance further

degrades in general and biodegrades in particular. The marine-oil-snow sedi-

mentation and flocculent accumulation phenomenon caused by aggregation

of oil droplets with marine particulate matter (e.g., marine snow) are

described here. Importantly, both the photooxidation and marine-oil-snow

phenomena showed implications for related toxicity studies and thus for con-

sideration and prediction of spill impacts.

An overview of the foundations, both theoretical and practical, of spill

risk assessments, as well as impact and response analyses are presented in

the eighth chapter. These are critical components for enhancing spill pre-

paredness and for an adequate mounting of spill response. The chapter

demonstrates how such assessments and analyses can be performed when

preparing for or in an actual emergency situation. Impacts are proposed to be
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assessed as a function of site vulnerability and degree of oiling, and risks—

as a function of impact and oiling probability. Response analysis is then

based on the required level of response (e.g., strategic or tactical) and spatial

optimization solution. The chapter presents real-world examples of how the

proposed methodology can be applied using purpose-developed software

tools. It identifies knowledge gaps and how those can be bridged in the

future.

The topic of decision support tools for contingency and response planning

in island environments is considered in detail in the final chapter of the

book. The chapter highlights a number of numerical software tools used for

the purposes of planning and response as well as briefly describes applied

field techniques and equipment used in spill combat operations. It gives

examples of how those software tools are used for better placement and

implementation of the mentioned applied techniques and equipment. An

intercomparison is presented of how a few different hydrocarbon spill assess-

ment and trajectory models work and perform in the case of a hypothetic

spill near an island. The chapter proposes to use an integrated management

of coastal area framework for responding to a real-world spill, if or when

such occurs.

In conclusion, it must be noted that the book has been prepared for publi-

cation over a few-year period and endured changes in authors’ personal cir-

cumstances and countries’ governments, natural disasters of various scales,

and lately a pandemic. The persistence of the authors, many of whom

worked on the book outside their ordinary “office hours” and actual offices,

will be definitely appreciated by the grateful readers.

Thanks go to MetOcean Dynamic Solutions Pty Ltd, and personally to

Managing Director Dr. Dina Makarynska, who was very understanding and

generously supported the book preparation efforts during the entire journey.
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Chapter 1

Baseline data for spill
assessments: ambient
conditions, socioeconomic data,
sensitivity maps

Lucy Romeo1, Patrick Wingo2, Michael Sabbatino3 and
Jennifer Bauer2
1National Energy Technology Laboratory, Morgantown, WV, United State, 2National Energy

Technology Laboratory, Albany, OR, United States, 3NETL, Albany, OR, United States

1.1 Why and for what baseline data are needed?

Efforts to effectively prevent, prepare for, and respond to natural or anthro-

pogenic disasters often rely heavily on the availability and accuracy of base-

line data. Baseline data are measurements and information collected prior to

an event or specific activity, such as a disaster, restoration project, manage-

ment change, or industry-driven development. Baseline data are typically

spatial or temporal in nature, representing a state of existence in the real

world. In marine and coastal ecosystems, baseline data can encompass a

variety of ambient, environmental, social, economic, and human health vari-

ables. This chapter will highlight the value of baselines and identify means

to collect and build representative databases for marine and coastal ecosys-

tems to aid in oil spill preperation, assessment, and response.

Major marine oil spill events, such as the Gulf War oil spill, the

Deepwater Horizon blowout, and the Sanchi collision have stressed the value

of baseline data to evaluate the magnitude of environmental, economic, and

human health effects (Carswell, 2018; Goldstein, Osofsky, & Lichtveld,

2011; Joyner & Kirkhope, 1992; Nelson, Bauer, & Rose, 2014; Zhang et al.,

2020). During a spill, baseline data are commonly used to guide cleanup and

response efforts to protect vulnerable and sensitive communities and environ-

ments through comparison with information on the spill itself, such as the

amount of oil, the trajectory and movement of oil, duration oil expected to

be present, and its physical properties (Nelson, Grubesic, Sim, & Rose,
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2018). Following a disaster, restoration efforts rely on baseline data to effec-

tively monitor and assess the degree of success for both ongoing and com-

pleted projects. Beyond their value for spill response and restoration,

baseline data are critical for planning, prevention, and preparedness efforts.

Lessons learned in various areas of marine ecological management and

disaster response have demonstrated the value that baseline data provide in

understanding which areas are most vulnerable or sensitive. These data and

the derived insights are often used to develop sensitivity maps for various

marine and coastal ecosystems, helping decision makers identify what

resources might be impacted, and informing disaster preparedness and

response efforts as needed. Baseline data also offer support for modeling

efforts, affording researchers and scientists the ability to simulate spill

events, assess “what-if” scenarios, and use the findings to evaluate the effec-

tiveness of different technologies and various preparedness and response

strategies (Duran et al., 2018; Stelzenmüller, Lee, South, Foden, & Rogers,

2013). In addition, persistent observations and measurements found in base-

line data often provide the larger volumes of data necessary to support the

training, testing, and validation of new technologies and models that involve

integrating artificial intelligence and machine learning techniques and

algorithms.

Outside of spill prevention, preparedness, and response, the collection

and recording of baseline data allows for trends to be tracked and problems

to be identified. In addition to offering insight into current conditions, a

robust collection of baseline data might identify where data are otherwise

missing, incomplete, or poor. Baseline data can also provide key insights

for decision makers designing new policies or management strategies, as

well as facilitate research to evaluate the effectiveness of said management

and policy changes (McLeod & Leslie, 2009; White, Halpern, & Kappel,

2012). As such, the determination of which baseline data to include in an

analysis or assessment should largely be situational, based off criteria set

to determine the degree of impact, success, or failure for a given event or

activity.

1.2 Types and sources of baseline data

This section covers three categories that combined makeup most spatial

baseline datasets: ambient data, socioeconomic data, and sensitivity mapping

(Fig. 1.1). Ambient data represent marine environmental phenomena, includ-

ing currents and wind. These data, whether from monitoring stations, field

observations, or derived from external models, enable an understanding of

the surrounding environment wherein oil spills might occur. These are criti-

cal for understanding the fate and transport of oil spill scenarios.

Socioeconomic data represent quantitative and qualitative measurements for

civil, industrial, and commercial factions, which might be impacted by oil
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spills. Sensitivity maps contain data representing coastal resources, including

critical habitats and the distributions of threatened or endangered species.

For each category we provide a high-level discussion of how data can be

used, the formats they are commonly found in, and their availability.

1.2.1 Ambient

Ambient data represent environmental factors like currents, wind, and waves

and may be obtained from a network of observational or monitoring stations,

buoys, and drifters or from remote sensing data sources, such as satellites

(Maximenko et al., 2009). Ambient data are critical for modeling and under-

standing the transport and fate of spill or blowout events. Monitoring data

come in an array of spatial and temporal resolutions and might be too sparse

for deriving useful information due to physical, environmental, or monetary

restraints.

To produce a detailed hindcast, present time, or forecast picture of the

oceanic and atmospheric processes over an area of specific concern, ambient

data are often generated using vetted numeric ocean models. These models

utilize a wide array of inputs, assumptions, and equations to approximate the

conditions found within an ocean’s water column and at the water surface

(NOM Group, 2003). Some common attributes simulated by ocean models

include water velocity, temperature, salinity, pressure, and surface wind

interaction (NOM Group, 2003). Examples of ocean models include the

Navy Coastal Ocean Model (NCOM; https://www.ncdc.noaa.gov/data-

access/model-data/model-datasets/navoceano-ncom-reg) and the Hybrid

Coordinate Ocean Model (HYCOM; https://hycom.org/). Sometimes a com-

bination of models can be used; for example, one model could simulate the

conditions in the subsurface water column, while another model could pro-

vide values used for simulating wind. Spatially explicit ocean models are

typically gridded, meaning that all ambient characteristics are consistent

across a given region (NOM Group, 2003). Cartesian and block-grids can be

FIGURE 1.1 Venn diagram representing how the combination of ambient, socioeconomic, and

sensitivity mapping data build a baseline for a given marine or coastal area.
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spatially structured or unstructured along the x�y or longitude�latitude

plane (NOM Group, 2003). Curvilinear structured grids divide the model

region into quadrilateral units, which can be linear, or curved (Thompson

et al., 1999). The grid cells in a curvilinear grid are distorted along one or

more parallel curves (Thompson et al., 1999), which is useful for fitting data

in extreme polar regions. Unstructured grids typically take the form of a tri-

mesh; that is, each region is shaped as a triangle, although there are other

geometric meshes occasionally used for building unstructured grids, such as

orthogonal, hexagonal, or mixed shape meshes (Thompson et al., 1999).

Regions in an unstructured grid can vary wildly in size, with smaller cells

used in regions of high geographic complexity, such as coastlines, inland

seas, and dense archipelagos (Thompson et al., 1999). Examples of these

gridding methods are shown in Fig. 1.2.

With ocean models that also capture depth, there are several approaches

to take as the depth regions may follow a regular interval or may become

shorter near the surface and the ocean floor. Shorter intervals typically repre-

sent depth regions of higher complexity (NOM Group, 2003). Additionally,

the contours between regions may follow specific depths or follow the

approximate contours of the underlying bathymetry (NOM Group, 2003).

There are a number of ways to represent ambient attributes across space; it is

important for a spill modeler to understand these representations as appropri-

ate for the ocean models used to derive baseline simulated ambient data.

Data originating from an ocean model can be used as surrogates for static or

dynamic conditions in other physical models, such as those that simulate oil

transport throughout the water column (Duran, Beron-Vera, & Olascoaga,

2018). Many of the traits mentioned above are used to provide data to drive the

ambient conditions, which are critical for simulations (Sim et al., 2015). Oil spill

simulation models, such as the US National Energy Technology Laboratory’s

(NETL) Blowout and Spill Occurrence Modelt (https://edx.netl.doe.gov/blo-

som/) or the National Oceanic and Atmospheric Administration’s (NOAA)

General NOAA Operational Modeling Environment (https://response.restoration.

noaa.gov/oil-and-chemical-spills/oil-spills/response-tools/gnome.html), frequently

take advantage of the simulated ambient characteristics produced by ocean mod-

els. This can increase the complexity of processes being simulated without the

associated computational costs of running a full-scale ocean model simulation in

addition to simulated oil spill fate and transport processes.

As previously discussed, ambient data are the driving force behind the

transport and destination of each representative spill parcel within many oil

spill simulation models. Without baseline data, there will be little variation

in simulation runs, and there would be no defensible connection to observ-

able real-world phenomena. While large-scale ocean models may produce

data in a custom format (Wallcraft, Carroll, Kelly, & Rushing, 2003), data

are often shared using file formats which are universally available to the

research population. One of the most widely used formats for distributing
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FIGURE 1.2 Examples of the various gridding methods applied. (A) Cartesian grids, (B) curvi-

linear grids, and (C) unstructured trimesh.
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model-derived ambient data is Network Common Data Form, also referred

to as netCDF (Unidata, https://www.unidata.ucar.edu/software/netcdf/). The

netCDF file format was designed with scientific data in mind, with data

stored as series of platform-independent arrays annotated with metadata

describing their representations (Unidata). Due to the large nature of datasets

generated by ambient models, several specialized data transfer protocols

exist for pulling down slices of available data; one of the most common pro-

tocols is the Open Network Data Access Protocol (OPeNDAP, https://www.

opendap.org/).

While not all ocean modeling teams make their data public, many do, par-

ticularly those hosted by public institution, such as NOAA’s National Centers

for Environmental Information (NOAA; https://www.ncei.noaa.gov/). Model

output data can usually be downloaded directly, packaged in files (often

netCDF), or accessed using a special connection protocol, such as the previ-

ously mentioned OpenDAP. Often times, the model data are available through

a variety of means via a Thematic Real-Time Environmental Distributed Data

Services (THREDDS) data server (Unidata; https://www.unidata.ucar.edu/soft-

ware/thredds/current/tds/). Data produced by both the NCOM and HYCOM

models are provided on their own THREDDS data server; at the time of this

writing, NCOM-derived data can be retrieved from https://www.ncdc.noaa.

gov/data-access/model-data/model-datasets/navoceano-ncom-glb by clicking

on one of the TDS links in the table found on this page. Similarly, HYCOM

results can be found on https://hycom.org/dataserver.

1.2.2 Socioeconomic

Socioeconomic data can represent an array of civil, industrial, and commer-

cial factions and are valuable to quantify the potential costs of oil spill

events. Socioeconomic data can also represent vulnerability measurements,

monetary values, including cost of the oil lost or cost of resources or activi-

ties impacted, or indices representing the demographics of an area. These

data can originate from surveys, industry reports, previously published data-

sets, papers, news, and models.

Understanding the cultural and economic importance of marine sector

industries and activities, such as fishing, tourism and recreation, and the

energy industry, is key for building a representative baseline. This informa-

tion can be used to assess an area’s spatial vulnerability, predict potential

economic costs, and build better response plans. The use of socioeconomic

data in a baseline varies regionally and is dependent on present industries

and activities, data availability and accuracy, and spatial scale. For example,

when evaluating future oil spill response preparedness at a spatially explicit

port complex in Brazil, a study mapped area vulnerability using digital maps

and satellite images, and gathered survey information on neighborhood

income, education, and dependence on fishing (de Andrade, Szlafsztein,
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Souza-Filho, dos Reis Araújo, & Gomes, 2010). At a global scale, the

International Oil Pollution Compensation Fund analyzed oil spill cleanup

cost and total cost to build a baseline for the International Maritime

Organization (IMO) to better understand how to evaluate environmental risk

(Kontovas, Psaraftis, & Ventikos, 2010). This large-scale study applied

regression analysis on past spill statistics, including the total amount of oil

spilled and number of spills, to quantify historical cost and estimate costs

moving forward.

The formats and availability of socioeconomic data vary. Formats include

data already spatially structured, with geometric or coordinate information

tied to areas or locations on the earth, such as comma-separated values

(CSV) files and shapefiles. These structured formats can be more easily

reformatted, transformed, and analyzed. Less accessible data formats include

Portable Document Format (PDF) and hardcopy papers, both of which

require additional processing to convert the data into a format suitable for

analysis. These formats are especially common for archiving historical socio-

economic data records.

Depending on the region of interest and spatial scale, socioeconomic

data can be accessed through online databases, government websites,

industry reports, or literature on past spills or spill cleanup reports.

These data are typically already processed into products such as publica-

tions and static maps, which take additional sleuthing to find individual,

spatial, and temporal values. Socioeconomic data can also be obtained

as outputs from models. For example, to better understand response

costs and socioeconomic damages of offshore oil spills in the US, the

Environmental Protection Agency (EPA) developed the Basic Oil Spill

Cost Estimation Model (BOSCEM) (Etkin, 2004). BOSCEM incorpo-

rates data on the amount spilled, type of oil, location-specific socioeco-

nomic values, environmental vulnerability, and response effectiveness

(Etkin, 2004). Building an understanding of models like BOSCEM,

users can leverage the framework for their own areas of interest and

purposes.

For areas where credible publicly available data are hard to come by,

researchers would either need to collect and assemble data, which is depen-

dent on funding and local interest, or rely on what resources are available

and derive a socioeconomic proxy from what information they have. In a

2015 study assessing the potential socioeconomic and environmental impacts

of oil spills in the US Gulf of Mexico, researchers were unable to acquire

credible, spatial, publicly available socioeconomic data relating to tourism,

which is a common and valuable indicator of coastal economies (Bauer

et al., 2015). Coastal tourism in the Gulf of Mexico contributed 11% to the

overall Gross Domestic Product of the US economy in 2010, with the indus-

try employing 50.6% of people working in ocean sectors (National Oceanic
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Atmospheric Administration, 2013). To overcome this hurdle, researchers

leveraged available hotel data and seasonal information by conducted inter-

views with hotel staff to calculate profit associated with room occupancy as

a proxy for tourism (Bauer et al., 2015). Results of this data collection pro-

cess are shown in Fig. 1.3, which displays the seasonal normalized profit per

hotel in the US along the Gulf of Mexico’s coastline.

1.2.3 Sensitivity maps

Sensitivity maps contain data representing areas that are environmentally

vulnerable to oil spills, including shorelines, critical habitats, and natural

resources. Information derived from these maps is critical for preparation

FIGURE 1.3 Maps illustrating the seasonal fluctuations of tourism along the Gulf of Mexico’s

US coastline. The maps shown above applied normalized hotel profit differences season-by-

season as a proxy for coastal tourism, the data of which were created as a socioeconomic repre-

sentation of the baseline for the US Gulf of Mexico (Bauer et al., 2015). Data were derived from

locational information, state-wide seasonality obtained from literature and hotel interviews, room

rates, and number of rooms per hotel.
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and response mitigation to reduce the potential environmental consequences

of oil spills. Sensitivity maps vary regionally, and in some cases, need to be

created using environmental and natural resource data.

The most widely used approach to sensitivity mapping throughout the

world is Environmental Sensitivity Index (ESI) (Jensen, Halls, & Michel,

1998). ESI are spatial information that are comprised of three factors: shore-

line types, oil-sensitive biological resources, and commercial, recreational,

and human-use resources (Fig. 1.4). ESI maps were first applied in 1979,

when ESI maps of the Texas coast were prepared to evaluate impacts from

the Ixtoc I well blowout in the Gulf of Mexico (Jensen et al., 1998). Since

then, sensitivity maps, including ESI, have been built, updated, and applied

in many regions. The ESI approach has been implemented throughout the

world including the US, Brazil, Canada, United Arab Emirates, Greenland,

India, Israel, Jordan, El Salvador, Germany, South Africa, Mauritius,

Nigeria, and New Zealand.

Along Brazil’s coast sits one of the world’s most continuous mangrove

habitats, which are considered by NOAA to be a sensitive cover-type flora to

oil spills (NOAA, 1997). ESI maps were produced along this region for oil

spill contingency planning, applying remotely sensed elevation (i.e., topogra-

phy and bathymetry), geomorphological, meterological and oceanographic,

biological, and socioeconomic data (Souza Filho, Goncalves, de Miranda,

Beisl, & de Faria Almeida, 2004).

Nigeria is the largest oil producer in Africa, with the maximum crude oil

production capacity of 2.5 million barrels a day according to the Nigerian

National Petroleum Corporation (2018). The Nigerian government estimates

that approximately 7,000 oil spills have occurred between 1970 and 2000

(Baird, 2010). In an effort to reduce the impacts of oil spills along Nigeria’s

coast, the Federal government, nongovernment agencies, and oil firms devel-

oped oil spill management policies, which included ESI mapping developed

by the Environmental Systems Research Institute (Nwilo & Badejo, 2006).

A risk assessment with sensitivity maps was conducted along India’s

Chennai coast to better prioritize resources more likely to be impacted by oil

spills (Kankara, Arockiaraj, & Prabhu, 2016). This assessment combined

coastal resource information to build ESI maps and outputs from oil spill

models to better understand the potential movement of oil spills in proximity

to coastal resources.

Where sensitivity maps are available, they can take multiple forms. Static

and web maps are two products of sensitivity mapping. Static maps, which

can be printed or available digitally as PDF files or images, comprise stand-

alone visual information that can be used to understand proximities but does

not link features, attributes, and boundaries for deeper analyses. Because of

their static nature, it is important for users to gather metadata on these maps

to make sure they are not out of date. Time permitting, users can take static

maps and digitize them into spatial data, which can then be updated and
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analyzed, leveraging additional data sources. As the name implies, web maps

are hosted online and enable users to visualize the data in multiple ways.

Web maps are more easily updated as the data can be automatically fed to

the platform through background processes or have linked sources.

FIGURE 1.4 Example of Environmental Sensitivity Index data for the state of Louisiana (the

US), including (A) a subset of resources, (B) a subset of habitats, and (C) shoreline types.

Source: Data were procured from Navy Coastal Ocean Model’s Office of Response and

Restorations online Environmental Sensitivity Index data page: https://response.restoration.

noaa.gov (National Oceanic, 2014).
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Furthermore, data displayed in web maps can be made available for down-

load in spatial formats.

Like socioeconomic data, the availability of sensitivity maps and the data

that go into them are regionally dependent. Sensitivity maps can be found

within literature and through government agency websites and records (i.e.,

NOAA). In many cases, if sensitivity maps are available, updates are

required to ensure accuracy. Where sensitivity maps are not readily avail-

able, users can build their own using credible online data sources. Shoreline

type and vulnerability can be derived from remotely sensed imagery. Species

distributions and critical habitats are sometimes available online as spatial

datasets or through static maps that require digitization. Species distribution

modeling and habitat modeling (e.g., generalized additive or multiplicative

models) can also be applied but require knowledge of species�environment,

spatial�temporal relationships. Human-use coastal and offshore resources,

including commercial and recreational fishing areas, and marine protected

area are also sometimes available online as spatial datasets or static maps.

1.2.4 Data availability, limitations, and expectations

Developing robust, comprehensive baselines can be difficult due to the sheer

volume of sources and variety of types of data that often need to be inte-

grated. Attempts to build holistic and comprehensive baselines can require

the integration of hundreds or thousands of unique datasets collected and

maintained by numerous government agencies, universities, nonprofits, and

commercial entities. This can become even more complex if the baseline’s

spatial footprint overlays multiple political boundaries or regulatory

jurisdictions.

Baselines in marine and coastal ecosystems often combine static and

dynamic data that span a range of spatial and temporal scales to characterize

and understand the potential short- and long-term effects or impacts.

Depending on the region of interest and the underlying dynamics and rela-

tionships, baselines may be in constant flux and require more frequent

updates. In some situations, “shifting” baselines may also need to be consid-

ered, due to cyclical patterns exhibited in the ecosystem or within the rela-

tionships between variables, such as seasonal influences for species and

habitats, as well as the “boom and bust” cycles exhibiting in offshore oil and

gas and offshore fisheries (Berkes et al., 2006; Leslie & Kinzing, 2009).

Integrating data from numerous sources can require significant effort to

process and clean the data. Data preparation efforts can account for up to

80% of the time spent on a project (Crowdflower 2016, 2017). These efforts

comprise collecting, cleaning, and integrating diverse resources into a stan-

dardized and structured data format. This process ensures consistent units of

measure, rectifies different date/time formats, and determines if and how

datasets can be integrated when they were collected using different sampling
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procedures or technologies. The use of numerous integrated datasets from

multiple sources can also introduce a great deal of uncertainty surrounding

the quality of baseline data.

Efforts to create baselines and supporting infrastructure available before a

disaster can provide significant value and ensure enough time exists to over-

come the challenges mentioned above (Amin and Goldstein, 2008). During a

spill event, having a baseline in place prevents the need to assign critical

resources to collect and produce data, whereas those resources could instead

remain focused on response needs. Prior development that takes place outside of

the stress and urgency during a disastrous event helps afford time to identify,

collect, process, and integrate data from disparate sources (Amin and Goldstein,

2008). Frequently, more baseline data are being made available through a vari-

ety of credible sources, including different federal, state, local, and tribal govern-

ments, nonprofits, and organizations. Baseline development should include

detailed metadata and the use of common, standard, open-source formats.

Outside of the creation of baselines, prior effort to develop a high-availability

and accessible system to access baselines is extremely valuable during a spill

event. Well-designed, online systems and applications enable users to search,

discover, access, and share the most current, authoritative baseline data.

There are an increasing number of web portals, online repositories, data

catalogs, and web-mapping applications that serve up baseline marine and

coastal data. Some examples include NOAA’s Integrated Ocean Observing

System (https://ioos.noaa.gov/) and the National Research Infrastructure of

Australia’s Integrated Marine Observing System (https://imos.org.au/). These

systems define resources, catalog data, and provide additional content per-

taining to physical oceanography information. Data catalogs and repositories

include Data.gov and GeoPlatform (https://www.geoplatform.gov/), NOAA’s

Data Catalog (https://data.noaa.gov/datasetsearch/), SEA ScieNtific Open

Data Edition (https://www.seanoe.org/), the National Science Foundation’s

Biological and Chemical Oceanography Data Management Office (https://

www.bco-dmo.org/), the Pan-European Infrastructure for Ocean and Marine

Data management’s platform SeaDataNet (https://www.seadatanet.org/), and

the Australian Ocean Data Network portal (https://portal.aodn.org.au/). Web-

mapping tools for visualization and analysis include NOAA’s Environmental

Response Management Application (https://response.restoration.noaa.gov/

resources/maps-and-spatial-data/environmental-response-management-appli-

cation-erma) and NETL’s GeoCube (https://edx.netl.doe.gov/geocube/).

Whether developing a new baseline or using existing baselines from existing

platforms, it is important to understand the quality of the data and limitations

of their use. Key questions should be asked around the authority or credibil-

ity of the data sources, the availability of detailed metadata, and metrics that

evaluate or help evaluate, data quality.

Metadata, or data describing data, should allow for the evaluation and

determination of data quality and any limitations or caveats regarding their
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use. Metadata documentation pertaining to the data source, in relation to

who collected, processed, generated the data, as well as where the data are

hosted, can provide insight into the credibility and scientific reliability of a

source. Credible sources often meet or exceed current data standards and

ensure accessibility to their data, as well as documentation on the methods

or technologies used during data collection and processing. Ensuring robust

integration and development of baselines can be challenging if specific

details about the technologies or methods used are not provided with the

metadata. Barriers to receiving comprehensive metadata include unavailabil-

ity of documentation, intellectual property concerns, and staff turnover.

Additional red flags include sources that rely on submission from unknown

users, have little to no data structure, fail to follow a quality assurance/qual-

ity control (QA/QC) process, or offer limited information on how the data

were acquired, processed, and generated.

In addition, metadata offers additional context for a data source, such as

author, citation, date created, date published, data updated, and content sum-

mary. For spatial data, metadata includes pertinent information such as spa-

tial reference system, extent, spatial accuracy or scale, and processing

history (Table 1.1). The use of metadata standards offers value in under-

standing data integrity and usability. The US Federal Geographic Data

Committee Geospatial Metadata Standards (https://www.fgdc.gov/metadata/)

recommends using a consensus or industry standard over a unique govern-

ment standard, as well as established international standards for metadata.

Metadata should be formatted to meet common international standards, as it

increases the ability to search and identify the data. One standard format

includes International Standards Organization (ISO) 19139 Metadata

Standard, which is very commonly used for spatial data.

Metadata can be external to the file or database containing the data and is

often stored in a common text document format such as plain text files,

extensible markup language (XML), hypertext markup language (HTML),

and javascript object notation (JSON). Metadata can also be stored internally

and is often included in the data structure or in the header of the file contain-

ing the data. Nearly all image file formats, like Tagged Image File Format

(TIFF) files include this type of metadata within their file headers. Spatial

data also include metadata that is both external and internal to the files stor-

ing the data.

Along with capturing the who, what, where, when, and how in metadata,

there is also an increased demand for the inclusion of information related to

the uncertainty of the provided data. Uncertainty can stem from a variety of

sources, including collection methods, errors introduced through measure-

ment, equipment, and human error. Uncertainty can also be introduced dur-

ing processing, analysis, and data integration, and upload to electronic

sources. As a result, there is no standard way to evaluate and communicate

uncertainty. However, approaches and metrics to assess data quality are
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TABLE 1.1 Example attributes, their formats, and example inputs of a data

catalog, the data within which represents a baseline.

Attribute Description Example

Unique ID Numeric value that could act as
primary key among tables

0, 1, 2, 3

Dataset Name of dataset Oil and gas wells

Description Description of dataset This is a dataset representing
offshore oil and gas wells in the
Gulf of Mexico.

Category Sector of baseline of which
dataset represents

Infrastructure

Source
website

Website where dataset was
accessed

http://www.DataSource.org

Citation Full citation Jon Snow. (2019). Offshore
Wells. Data Source
Organization. Acquired on
December 30, 2019 from http://
www.DataSource.org

Licensing Open-source or licensing
requirements based on source

Requires written permission from
Data Source Organization

File
location

Local or online directory path C://Temp//Infrastructure

File name Exact name of file as it appears OG_Wells.shp

Date
updated

Date last updated by source 12/1/2019

File format Comma-separated values,
shapefiles, Postgres database,
Portable document format (PDF),
Tag image file format (TIFF)

Shapefile

Spatial
reference
system

Projected or geographic
coordinate systems (i.e. datum)
the data are in

World Geodetic System 1984

Temporal
extent

Extent of time represented by
data

2000�2019, 19 years

Spatial
extent

Region or spatial area
represented by data

Gulf of Mexico, 598,458 miles2

Quality
metrics

Ranking or weighted values
representing spatial, temporal, or
source quality

Quality scale is 1�5, 5 being
highest quality. Spatial
quality5 5, temporal quality5 3,
source quality5 5

Comments Text describing how data were
processed

Data were queried to represent
only oil and gas wells
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being evaluated across the scientific community as data volume and demand

increase. Currently, many online systems that host baseline data are relying a

range of QA/QC processes to ensure data quality. Processes range from secu-

rity permissions that only allow approved users to create or contribute data

to reporting of specific metrics related to source quality and data complete-

ness (i.e., percentage of incomplete or missing metadata entries or attributes

in a data record).

The compilation of data into portals, repositories, catalogs, and applica-

tions helps to facilitate the development of data-driven models and tools that

are trustworthy, reproducible, and reusable. These systems help structure the

data and metadata, as programmed user interfaces present a standardized

representation of information. In addition, these online applications are often

able to quickly adapt to meet community and user demands, such as the

inclusion of additional information like collection methods or data quality

metrics. Many modern online systems and applications serve baseline data

from high-availability server architecture that can handle high-demand and

rapid access. Furthermore, modern systems increasingly offer access to data

though the use of application programming interfaces, or APIs, wherein data

can be accessed through protocol-specific access points and uploaded

directly into applications, tools, and models. Direct access and real-time

updates help baselines remain current. With the inclusion of user accounts

and permissions, systems can restrict access to specified data that are sensi-

tive or proprietary and can dictate how data are shared between users under

a variety of use cases, such as data development. Knowledge of the credibil-

ity, benefits, limitations, and expectations of data being collected for a base-

line, and understanding the applications currently offering data, is crucial to

ensure the design and development of comprehensive, representative

baselines.

1.3 Building a baseline

A proper baseline represents as accurate and as complete of a picture as pos-

sible of the socioeconomic and environmental factors that exist within the

region of interest and during the time of concern. This section provides a

framework for building a complete baseline. Since the technological and

data landscape are constantly changing, this will be a high-level framework

that can be applied for future efforts (Fig. 1.5).

1.3.1 Identifying knowledge needs

When building a baseline, a researcher must have a solid understanding of

what data are needed and how data will be used. Assessing the potential

impacts of oil spills requires information on the current state of knowledge,

identified data, and technology gaps. A thorough literature review of
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credible, regionally relevant scientific publications, news articles of past spill

events, and technical reports creates a knowledge base for what might be

impacted and to what extent the impacts may affect the socioeconomic and

environmental landscapes. This review should develop an understanding of

what has been impacted in the past, data presently available, and how data

have been used. Results from this first step include a grasp of past or poten-

tial impacts, key search terms and phrases for more efficient data searching,

and potential data sources. Moreover, during this process one should begin

to identify data and knowledge gaps that they can then attempt to fill.

1.3.2 Acquiring and cataloging data

With a strong foundation of knowledge, a clear protocol should be set,

updated as needed, and enforced. Such a protocol should include data storage

plans, required metadata, foreseeable processing steps, and QA/QC checks.

The protocol should be built in a way that enables it to evolve throughout

data acquisition, processing, and integration.

Once a plan is in place, the search for data can begin. Depending on the

spatial and temporal scale, and information uncovered in the literature

review, data acquisition and processing can be a time-consuming and

FIGURE 1.5 Framework for building a baseline database.
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resource-demanding task. To assist with this task, key search terms and

phrases should be developed based on the findings of the literature review.

To get a full picture of the baseline, data should be sourced from multiple

organizations and disciplines. This holistic tactic might include seeking and

acquiring ambient, socioeconomic, and sensitivity mapping data from local,

regional, government, academic, and in some cases industrial resources.

Data might represent environmental vulnerabilities, socioeconomic

impacts to populations along the coast that have a tourism- or commercial

fishing-driven economy, or the economic cost to oil and gas industries. Data

are commonly static, providing a snapshot of what was occurring at the time

of collection. Real-time data are dynamic, enabling users to more accurately

model and gain a better understanding of what events are taking place. Real-

time data includes monitored natural and anthropogenic phenomena, such as

ambient (e.g., current and wind) and ship trackline data, as shipping routes

might be impacted if there is a nearby spill.

The two basic approaches for collecting credible data online are manual

and automated/semiautomated. Applying both approaches utilizes the

strengths of each while minimizing the errors and bias that can develop using

only one method.

While manually searching is time consuming and potentially cost prohibi-

tive, it is an essential tool that can capture details that automated searches

would miss. The manual search process can include networking among

researchers or subject matter experts with similar or complementary skill

sets, a useful perk that is absent from automated searches. In some cases, a

manual search of a data source may reveal an excellent source of public data

that is “locked” in a poor user interface. In this case, there is high-quality

data that is freely available but cannot be downloaded or acquired as a single

file or database.

The Internet has a vast array of free data that can be acquired by query-

ing the data source. Data can also be acquired through web services, mostly

done using scripting languages. Web services are discoverable software

applications that support direct interactions with other applications over the

Internet (Alonso, Casati, Kuno, & Machiraju, 2004). Web services utilize

machine-to-machine communication and enable the transferring of files (i.e.,

XML or Geographic JavaScript Object Notation (GeoJSON). Web API is a

type of web service that facilitates the sharing of data among communities

and applications online.

Fully automated web searches enable more digitally hosted data sources

to be queried in less time. A website may have a large dataset that is stored

in many hundreds of files, and whose design makes it challenging or impos-

sible to manually download each file individually. To simplify this process

and increase productivity and innovation, artificial intelligence and machine

learning approaches can be leveraged for automating the search and acquisi-

tion of data (Cockburn, Henderson, & Stern, 2018).
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A machine learning approach to data searching is implemented by the

Smart Search Toolr, an automated web crawler designed to find data

resources (Rose et al., 2018). Developed by NETL and Mid-Atlantic

Research, Innovation and Technology Center, the Smart Search Tool scans

the user-defined “seed” resources and returns a list of prevalent key words

and phrases, which are then offered up for manual QA/QC process. The tool

then takes the list and completes an extensive web crawl utilizing an Internet

search engine. This process returns a typically large and thorough list of data

resources that users can query for useful or relevant data.

With both manual and automated data collection methods, users can

employ scripting languages, such as Python (http://www.python.org), to

scrape a web page for relevant information, potentially reducing the time,

costs, and efforts of capturing the data in a usable format. Similar processes

can be applied to scanned documents, where high-quality data need to be

reformatted prior to use in modeling and analysis.

Regardless of the approach used, a data catalog should be built as data

are collected, with each record representing metadata for a dataset that has

been identified or downloaded. The documentation of the data catalog is crit-

ical for recording identifying metadata, including name and source. An

example catalog would include the attributes as shown in Table 1.1.

1.3.3 Integrating, analyzing, and publishing data

Socioeconomic and environmental data are often disparate, differing in type,

source, and format. Acquired data should be reformatted and processed into

a database, applying the data toward building a more consistent baseline. To

prepare the data catalog to be utilized and searched, several steps should be

taken. Nonspatial data should be transformed into spatial datasets, if spatial

information is available (e.g. spatial coordinates, addresses, etc.). All spatial

datasets should be projected into a common spatial reference system, which

includes a projection, datum, and unit, to maintain spatial accuracy during

analyses. Attributes of each dataset should be listed and compared to estab-

lish how to best integrate them with the catalog. Data should then be

scrubbed to remove any redundancies and errors. Each step throughout this

process should be recorded to ensure repeatability.

Data can be integrated into a useful product once all data have been pro-

cessed into a common, or at least compatible, format. The resulting product

should provide a spatial understanding of the current baseline. Further analy-

sis will potentially uncover patterns, trends, and hotspots within the baseline

(i.e., where socioeconomic risk is highest). The resulting product should be

standardized based on the data it contains, potentially as a database or a set

of datasets. For example, researchers at NETL combined over six million

records of global oil and gas infrastructure into one geodatabase (Rose et al.,

2018) for the Environmental Defense Fund, making the data easily accessible
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and suitable for subsequent analyses. Another example data product is a col-

lection of vector grids containing multivariate information on the potential

impacts incurred across multiple US regions, which when compared with

actual or simulated oil spill events can help predict where response resources

are likely to be needed (Romeo et al., 2015; Nelson et al., 2018). Fig. 1.6

demonstrates an output of these efforts in the US Gulf of Mexico, including

coastlines, where data from over 40 datasets representing socioeconomic and

environmental variables were spatial summarized by dataset presence (e.g.,

1 5 1 dataset). The data represented in Fig. 1.6 were virtually released on

the web-mapping platform GeoCube (Romeo et al., 2020).

Frequently, baseline data and analyses thereof are published as part of a

manuscript or report through maps, tables, and results. The rigors of publish-

ing are valuable for evaluating the validity and scientific contribution of the

work accomplished. In addition to producing papers, baseline datasets should

be published as databases or through some other standard of accessible data

packaging, with the associated metadata and processing information.

Publishing data ensures future usability and reproducibility of any scientific

assertions, a key part of the scientific method.

FIGURE 1.6 Mapped baselines showing the density of 43 datasets representing socioeconomic

and environmental vulnerability in the US Gulf of Mexico and adjacent coastal communities in

the datasets were summarized by presence to understand data coverage and included specific

species distributions, critical habitats, commercial fishing areas, transportation tracklines, tourism

and recreation data, public infrastructure, and oil and gas infrastructure. This figure was made

using the Cumultative Spatial Impact Layert tool (Romeo et al., 2019).
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As previously mentioned, baselines can be published online as part of a

data catalog or repository. Like the data in Fig. 1.6, baseline databases can

also be uploaded to web-mapping applications to aid in data visualization,

access, and analysis. If a new portal is being developed to host baseline data,

it is important to design a system that addresses the limitations and expecta-

tions previously mentioned. If baselines are to be hosted through an existing

source, the same information can help identify appropriate platforms given

the targeted use and audience for the baseline. For example, GeoCube is

NETL’s web-mapping interface that contains a series of data collections

varying in topics pertaining to fossil energy research. GeoCube is hosted on

the data and science curation platform Energy Data eXchanges (EDX)

(Rose et al., 2020). EDX has been tailored for its research-driven fossil

energy audience by offering public- and private-facing options, enabling data

sharing among research groups internally or released with a digital object

identifier (DOI) number externally.

1.4 What can we do to improve baselines

Marine and coastal baselines are critical to adequately prepare for natural

and anthropogenic disasters and should be built prior to needing them for

response purposes. At a minimum, baselines should be comprised of spatio-

temporal ambient data for modeling spills trajectory and destination, socio-

economic data for evaluating the potential social and economic costs, and

sensitivity mapping to identify environmentally vulnerable areas. Having

baselines at the ready can expedite other projects or shifts, including devel-

opment and restoration projects and management changes. Lessons learned

from past spill events have signified the value of baselines for decision

makers. In addition, these lessons have helped identify enhancements to the

handling of data availability, acquisition, and processing that could ulti-

mately build better baselines, strengthening our ability to prepare for and

respond to oil spills.

Collaboration among researchers and organizations is imperative for

improving baselines. Increasing data availability, collaboration through net-

working, projects, and data sharing through appropriate avenues, such as a

Cooperative Research and Development Agreement (CRADA), supersedes

many of the issues faced when building a baseline. Federated platforms

enable interoperability and sharing information technology, including base-

lines, among multiple autonomous and semiautonomous sources. The archi-

tecture of these platforms that connect multiple systems significantly eases

the process of finding, acquiring, and updating data, as they can act as one-

stop shops. Because baselines are regionally specific and situational, not all

data shared are applicable; however, the methods, tools, and models applied

might be leverageable across geographies and time (Romeo et al., 2015).

Examining what has already been accomplished, what has worked, and
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understanding why certain baselines are more successful than others is a

valuable step in driving future improvements.

In addition to data sharing and an awareness of what’s available, there

are advanced data acquisition approaches and methods that could be applied

to improve baselines. The application of automated approaches through

machine learning can accumulate data at a rate greater than any one

researcher. These practices, when used correctly, can save time and money

but require an understanding of the process and a thorough QA/QC proce-

dure to ensure what is discovered and collected is within the scope of the

baseline.

Thanks to increased data availability and the advanced practices of data

acquisition, it is becoming easier to collect a large quantity of quality data.

But with more data comes more effort, energy, and computational ability

required to navigate it. Furthermore, the higher the quality of the data, the

subtler the errors are. Simply put, the ability to collect quality data has out-

paced user ability to parse, manage, and store it. For data to be useful, there

needs to be a flexible strategy for data processing, management, and mainte-

nance. Like all data-driven efforts, there are issues and errors to be aware of,

addressed, and improved upon. Issues and errors include data redundancy,

human error, lacking or nonexistent metadata, and absence of protocol. How

can the data acquired be better processed to improve the baseline product?

The use of validated, and in some cases novel, approaches, tools, and

models to transform data are imperative for handling big data and overcom-

ing these issues. One example of an approach to quickly sort big data is the

machine learning method of Natural Language Processing (NLP). NLP can

sort data by applying linguistic analyses to the extracted data from textual

sources (Ray, Johnny, Trovati, Sotiriadis, & Bessis, 2018). An example of a

tool that can help with QA/QC is the Variable Grid Methodr (VGM). This

novel tool enables users to quantify and visualize spatial data trends and

underlying uncertainty (Bauer & Rose, 2015). Communicating the relation-

ship between uncertainty and data, VGM helps to effectively guide and

inform research and decision makers, while supporting advanced computa-

tional analyses. This tool is just one example of a valuable resource for

effectively understanding large volumes of baseline data. Once data are

appropriately parsed, they can be stored using a object relational database

platform, such as PostGIS. Object relationship database storage is useful, as

databases are specifically designed for processing queries and serving up

data. Such a configuration simplifies the tasks of processing, managing, and

maintaining data.

Lastly, baseline maintenance is crucial for a baseline to remain as true as

possible to representing real-world ambient, socioeconomic, and environ-

mental phenomena. Maintenance might include utilizing automated processes

to complete real-time data updates, wherein the database periodically pulls

and processes data directly from the data source and makes the updated data
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directly available for query. If these processes are unavailable, alternative

solutions, such as a manually updating datasets, will be needed. These ele-

ments are all dependent on computational power, time, and money but are

critical steps to building and improving upon baselines.

Acknowledgments

This work was performed in support of the US Department of Energy’s Fossil Energy, Oil

and Natural Gas Research Program. It was executed by NETL’s Research and Innovation

Center, including work performed by Leidos Research Support Team staff under the RSS

contract 89243318CFE000003.

Disclaimer

This work was funded by the Department of Energy, National Energy

Technology Laboratory, an agency of the United States government, through

a support contract with Leidos Research Support Team (LRST). Neither the

United States government nor any agency thereof, nor any of their employ-

ees, nor LRST, nor any of their employees, makes any warranty, expressed

or implied, or assumes any legal liability or responsibility for the accuracy,

completeness, or usefulness of any information, apparatus, product, or pro-

cess disclosed, or represents that its use would not infringe privately owned

rights. Reference herein to any specific commercial product, process, or ser-

vice by trade name, trademark, manufacturer, or otherwise, does not neces-

sarily constitute or imply its endorsement, recommendation, or favoring by

the US government or any agency thereof. The views and opinions of

authors expressed herein do not necessarily state or reflect those of the

United States government or any agency thereof.

References

Alonso, G., Casati, F., Kuno, H., & Machiraju, V. (2004). Web services. Web services

(pp. 123�149). Berlin, Heidelberg: Springer.

Amin, S., & Goldstein, M. (Eds.), (2008). Data against disasters: Establishing effective systems

for relief, recovery, and reconstruction. The World Bank.

Baird, J. (2010). Oil’s shame in Africa. https://en.wikipedia.org/wiki/Newsweek.

Bauer, J. R., Nelson, J., Romeo, L., Eynard, J., Sim, L., Halama, J., et al. (2015). A spatio-temporal

approach to analyze broad risks and potential impacts associated with uncontrolled hydrocarbon

release events in the offshore Gulf of Mexico. NETL-TRS-2-2015; EPAct Technical Report Series

(U.S. Department of Energy, National Energy Technology Laboratory), 60, http://www.netl.doe.

gov/File Library/Research/onsite research/NETL-TRS-2-2015_CSIL_BroadImpacts.20150219.pdf.

Bauer, J. R., & Rose, K. (2015). Variable grid method: An intuitive approach for simultaneously

quantifying and visualizing spatial data and uncertainty. Transactions in GIS, 19(3),

377�397.

22 Marine Hydrocarbon Spill Assessments

http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref1
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref1
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref1
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref2
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref2
https://en.wikipedia.org/wiki/Newsweek
http://www.netl.doe.gov/
http://www.netl.doe.gov/
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref3
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref3
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref3
http://refhub.elsevier.com/B978-0-12-819354-9.00007-7/sbref3


Berkes, F., Hughes, T., Steneck, R., Wilson, J., Bellwood, D., Crona, B., et al. (2006).

Globalization, roving bandits, and marine resources. Science, 311(5767), 1557�1558.

Available from https://doi.org/10.1126/science.112280.

Carswell, C. (2018). Unique oil spill in East China Sea frustrates scientists. Nature, 554(7690).

Available from https://doi.org/10.1093/10.1038/d41586-018-00976-9.

Cockburn, I. M., Henderson, R., & Stern, S. (2018). The impact of artificial intelligence on inno-

vation. National Bureau of Economic Research, No. w24449.

Crowdflower. (2016). Data science report 2016. San Francisco, CA: Figure Eight Inc. Available

at https://visit.figure-eight.com/Data-Scientist-Report_T.

Crowdflower. (2017). Data scientist report 2017. San Francisco, CA: Figure Eight Inc. Available

at https://www.figure-eight.com/download-2017-data-scientist-report/.

de Andrade, M. M. N., Szlafsztein, C. F., Souza-Filho, P. W. M., dos Reis Araújo, A., &
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Chapter 2

A brief survey of oil spill
weathering models

William J. Lehr
United States National Ocean Service, Seattle, WA, United States

2.1 Introduction what to expect from this chapter

The phrase “its not rocket science” is generally meant to say something is not

difficult to do or understand. As a past rocket scientist who worked in the US

space program, the author can confirm that modeling spilled oil fate and

behavior is not “rocket science.” It is, in fact, much more difficult. Where the

fundamental equations of rocketry are straightforward and well known, the sci-

ence of oil behavior is complex, uncertain, and spans multiple scientific disci-

plines. However, both fields of study share a common trait in that they are

areas of applied science. One studies rocketry in order to launch rockets and

have them arrive when and where you want them. Spill modelers develop

methods to predict oil behavior in order to improve cleanup and assess or

reduce environmental and economic impact. Fortunately, for the spill expert,

the accuracy required for his or her models is much less than that expected of

the rocket expert. Unfortunately, the available input information available is

also much less complete or certain. Models are useful if they assist in better

response and assessment. They are not useful if they fail that test.

This chapter reviews traditional methods to characterize spilled oil in

open water and estimate its weathering behavior. One of the few silver lin-

ings of recent large spills is increased research support in several nations that

has resulted in new revisions or replacements to these traditional methods.

A representative but not comprehensive discussion of this new work is

included. Excluded from this review for brevity are spills under special

conditions such as spills in rivers, marshes, or, except for a minor aside, ice-

infested waters. Also, biologically influenced processes such as biodegrada-

tion and marine snow will not be covered as outside the expertise of the

author. These are nevertheless important and the reader is encouraged to

include them to truly understand spill impact.
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2.2 Characterizing oil—enter the Tower of Babel

In Christian literature, God punishes men for building a tower to Heaven by

causing them to speak different and mutually incomprehensible languages.

Supernatural powers were not required for the oil industry to put the outside

observer in a similar situation. Similar names may refer to different proper-

ties and the same property may have multiple names. Generally speaking, oil

can be separated into two large groups: crude oil extracted from reservoirs

and refined products constructed through distillation from crude oils for spe-

cific purposes. A large online database of crude oils and refined products is

maintained by the Emergencies Science and Technology Section of

Environment and Climate Change, Canada (ESTD, 2019) that lists hundreds

of oils and refined products.

Nearly all crude oils have a fairly narrow range of elemental composi-

tion. Speight (2005) reports the breakdown as carbon(83%�87%), hydrogen

(10%�14%), nitrogen (0.1%�2%), oxygen (0.05%�1.5%), and sulfur

(0.05%�6%). For reference, wood elemental composition is approximately

50% carbon, 42% oxygen, 6% hydrogen, 1% nitrogen, and 1% other ele-

ments. Trace metals may also be present in crude oil and are occasionally

used for “fingerprinting” mystery oil samples (Yang, Gao, & Casey, 2008).

Crude oils are often given names that refer to the geographical source, for

example, Louisiana sweet crude, Arabian heavy. Sweet or sour does not refer

to the oil taste but the amount of sulfur in the oil. Crude oil with sulfur con-

tent of more than a half percent is considered to be sour. Oils extracted from

the reservoir may contain dissolved gases and are referred to as “live” oils

while those without this characteristic are called “dead” oils.

Crude oils contain hydrocarbons that have boiling points that range from

�160�C to greater than 600�C. Refineries use this variation to process crude

into useful products. Riazi (2005) divides petroleum fractions are commonly

their boiling points (Table 2.1).

Lubricating oil typically has a boiling point .400�C. Oil products used

for fuel have traditionally been divided into five grades (Schmidt, 1986).

Mixtures of these grades form intermediate fuel oils (IFO) that are labeled

by their resulting viscosity. For example, IFO 180 is a mix of a 12% distil-

late (fuel oil #1 or #2) and 88% residual oil (fuel oil #6) with a viscosity of

180 cSt at 50�C. Definition and units of viscosity are discussed later in this

chapter.

2.3 Bulk oil properties—considering the forest rather than
individual tree

Industry distributes oil by volume or mass. The traditional volume of oil is

the barrel (bbl), which is equal to 42 US gallons or 159 L. Crude oils have

between 6.5 and 8 bbls per metric ton, depending on the oil specific gravity.
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Certain bulk oil properties are not dependent on the individual hydrocar-

bons in the oil but still have a major impact on the fate and behavior of the

spill. The two most important are density and viscosity. The former is often

characterized by the equivalent specific gravity. Industry reports specific

gravity in API degrees

API5
141:5

sg

� �
2 131:5 ð2:1Þ

where sg is the specific gravity at stock tank conditions (100 kPa, 16�C).
The number constants are selected so that pure water has an API of 10. Oils

with API less than 10 would be nonbuoyant in freshwater but might be

slightly buoyant in seawater.

Both density and viscosity will change due to interaction with the envi-

ronment and weathering of the oil. For example, the density of oil increases

as the temperature decreases. The increase parameter is a nonlinear function

(ASTM, 2007) but can be approximated as linear over typical ocean surface

temperature ranges. Density will also increase as lighter hydrocarbons are

preferentially removed due to evaporation or dissolution. For buoyant oils,

emulsification will also increase net surface slick density.

A traditional formulation for oil density change would be (Lehr, 2001)

ρoil 5 ρref 12 cρ1 T2 Tref
� �

11 cρ2ðfevap 1 fsolv
� �� � ð2:2Þ

for nonemulsified oil and

ρemul 5 fwρw 1 12 fwð Þρoil ð2:3Þ

TABLE 2.1 Boiling point ranges for common petroleum products (adapted

from Riazi, 2005).

Fraction Boiling range (�C)

Gasoline �1 to 200

Naptha �1 to 200

Jet fuel 150 to 255

Kerosene 205 to 255

Diesel fuel 205 to 290

Light gas oil 255 to 315

Heavy gas oil 315 to 425

Vacuum gas oil 425 to 600

Residium .600
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for emulsified oils. Reasonable values, with temperature expressed in Kelvin,

for cρ1; cρ2
� �

might be 0.008 1/�K and 0.18.

Viscosity is an ambiguous term when applied to oil since there are actu-

ally two different quantities that are called viscosity. Kinematic viscosity has

dimensions of area divided by time with its SI unit being the stoke, named

after the Irish mathematician Sir George Gabriel Stokes who helped develop

the Navier-Stokes equation for fluid flow. Dynamic viscosity, sometimes

called absolute viscosity, is kinematic viscosity multiplied by the oil density,

giving it dimensions of mass divided by the product of time and distance. Its

SI unit is the poise. The oil industry traditionally measured kinematic viscos-

ity by the time it took for an oil sample to flow through a certain type of

measuring viscometer (e.g., Saybolt universal second). Fortunately, this is

less common today and most large oil property libraries store kinematic vis-

cosity/ dynamic viscosity in one hundredth of stoke/poise, that is, centistoke/

centipoise. Most oils are more viscous than water, which has a kinematic vis-

cosity of about 1 cSt. Kerosene has a kinematic viscosity of 10 cSt while

many crude oils have viscosities of several hundred centistokes. Oils that

have emulsified may no longer follow Newton’s law of viscosity, which

states that shear stress between adjacent fluid layers is linearly proportional

to the negative of the velocity gradient between them. Such non-Newtonian

fluids do not have a single fixed viscosity since the answer depends on the

velocity gradient and may be no longer describable by a simple scalar.

Nevertheless, most spill models treat even highly viscous oils as if they were

Newtonian.

Viscosity measurement accuracy is less sensitive than density measure-

ment. While doubling an oil density would likely make a buoyant oil become

nonbuoyant (2.1), would be difficult in the field to detect the difference

between 100 and 200 cSt oil. Canceling this observation, however, is the sig-

nificantly larger numerical change in viscosity value that occurs as the oil

interacts with the environment. For example, viscosity, unlike density, varies

widely as oil temperature changes. While the most widely used ASTM refer-

ence temperature for viscosity measurement is 15�C, a traditional industry

reference temperature in laboratory measurements can be 100�F (311�K).
This is not a common oil slick temperature. The earliest empirically gener-

ated viscosity temperature adjustment formula was produced by Reynolds

(1886) but most spill models today use a version of MacKay et al. (1982),

loosely based on the Arrhenius equation,

ln
υoil
υref

� �
5 cυ1

1

Toil
2

1

Tref

� �
ð2:4Þ

Widely different estimates exist for cυ1 (Lehr, 2001) and the fit with field

data is generally poor, especially as oil viscosity approaches the Newtonian

limit. More complex models exist (e.g., Masuko & Magill, 1988) but have

not been widely adopted for spill behavior forecasting, probably because

most industry research has concentrated on viscosity measurements at the
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higher temperature and pressure of oil reservoirs (Rahuma, 2016), not those

at typical spill environmental conditions.

Oil evaporation will also greatly increase viscosity as the lighter compo-

nents preferentially leave the slick. Mackay et al. (1982) suggested an empir-

ical fit

ln
υoil
υref

� �
5 cυ2fevap ð2:5Þ

Field measurement indicates that cυ2 cannot be a simple constant for all

oils. Most models either fit cυ2 to the initial oil API or viscosity. More

recently, Onyelucheya, Osaka, Onyelucheya, and Kamen (2014) proposed

that the entire right side of the equation should be replaced by a 2-parameter,

empirically determined, exponential function of fevap.

As noted previously, emulsification will often increase slick viscosity

beyond the Newtonian limit. Widely used weathering models adopt some form

of the Mooney equation (e.g., Schramm, 1992) to estimate emulsion viscosity.

ln
υemul
υoil

� �
5

cυ3fw

11 cυ4fwð Þ ð2:6Þ

The most common values for the empirical constants cυ3; cν4 are those of

MacKay et al. (1982) but alternative values exist (Pajouhandeh, Kavousi,

Schaffie, & Ranjbar, 2016). Pal and Rhodes (1989) claim that their correla-

tion [P�R] gives better results than the straight Mooney equation when the

viscosity approaches non-Newtonian conditions

P2R½ � ln
υemul
υoil

� �
5 11

cpr1fw

cpr22cpr1fw
� �

 !cpr3

ð2:7Þ

The reader is referred to the original paper for the determination of the

empirical constants.

Another important bulk oil property is oil�water interfacial surface ten-

sion, σo2w. Surface tension is the tendency of fluid surfaces to shrink into

the minimum surface area possible. It has units of force per unit length and

is usually expressed in spill response as dyn/cm. The surface tension at the

air�water interface at normal temperatures is around 72 dyn/cm. Almost

all untreated (no dispersant added) oils have an oil�water surface tension

between 10 and 35 dyn/cm. Dispersants lower this value significantly—as

low as 0.1 dyn/cm with a gradual increase over time. Along with gravity,

oil�water surface tension causes spilled oil to spread on calm waters (Fay,

1971). Air�oil interfacial tension reduces wind-induced frictional stress on

oil-covered waves, slashing the number of breaking waves. The absence of

small wind waves (capillary waves) in oil-covered waters is used in radar

detection of oil slicks. Surface tension is a weak inverse function of tempera-

ture and more strongly dependent on the state of slick weathering. MacKay

et al. (1982) proposed that surface tension increases linearly as a fraction of
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the net oil evaporated although the author is not aware of the inclusion of

this algorithm in commonly used weathering models.

A handful of other bulk properties have been included in existing oil

databases or show potential for future weathering models. Environment

Canada (ESTD, 2019) has measured for certain selected oils an “adhesion”

parameter that calculates the ability of oil to stick to a test needle inserted

into an oil sample. As mentioned earlier, reservoir oil often contains dis-

solved gas. The gas�oil ratio is usually reported in the industry by the non-

metric units of cubic feet of gas at standard pressure and conditions (scf) to

stock tank barrels (stb). For a handful of oils, laboratory measurements have

been performed on the evaporative fraction necessary to be lost to cause

emulsification to begin and the resulting maximum water mass fraction of

the stable emulsion. The latter can be as high as 0.9 for many oils.

Crude oil and most refined products are mixtures of a large number of

different hydrocarbons with different chemical structures. It is not practical

to provide a comprehensive list of each unique hydrocarbon so industry has

traditionally separated them into SARA—four broad structural groups stand-

ing for saturates, aromatics, resins, and asphaltenes. Saturates are nonpolar

oil molecules without double bonds that include linear, branched, and cyclic

saturated hydrocarbons. The simplest saturate is methane, with one carbon

atom attached to four hydrogen atom. Aromatics contain one or more ben-

zene rings, chicken wire-shaped structures with a changing mixture of single

and double bonds among the six carbon atoms in the ring. Consensus defini-

tion of the last two categories is less established. According to the Society of

Petroleum Engineers (SPE, 1990), resins are large hydrocarbon molecules

with one to three sulfur, oxygen, or nitrogen atoms per molecule. The basic

structure is composed of three or more rings, primarily aromatic. Resins

readily dissolve in petroleum. Asphaltenes are very large hydrocarbon mole-

cules of one to three sulfur, oxygen, or nitrogen atoms per molecule that do

not readily dissolve in oil.

Because oil is a mixture, certain properties of pure substances do not

apply. For example, crude oil does not have a definite melting point. Instead,

industry uses a counterpart, “pour point” (PP), as a substitute. Pour point is

commonly defined as the lowest temperature at which oil will flow at a

given rate under specified conditions. Unfortunately, these specified condi-

tions are not applied uniformly and pour point measurements of the same oil

at different laboratories can vary by more than 10�C (ESTD, 2019). Unlike

melting point, pour point changes when the oil is subject to weathering.

Since evaporation is usually the chief factor in altering hydrocarbon mixture

ratios for most spills, a first-order correction to fresh oil pour point (PP0),

based on mass fraction evaporated (MacKay, Stiver, & Tebeau, 1983), has

been adopted by many weathering models.

PP5PP0ð11 cPPfevapÞ ð2:8Þ
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The empirically determined constant, cPP, varies according to the type of

oil with a typical value being about 1/3. Emulsification also affects pour

point, so many spill models incorporate a similar linear adjustment for pour

point increase based on water fraction of the emulsion.

One bulk property important for the safety of first responders is the oil

flash point; the temperature to which the oil must be heated to produce a

vapor ignitable when exposed to an open flame under specified test condi-

tions (Jokuty et al., 1999). Flash point increases due to weathering by the

same mechanisms as pour point, and, as in the former case, is dependent on

the method used to measure it.

Another bulk property related to flash point for flammable hydrocarbon

mixtures is the bulk vapor pressure, the pressure the evaporating oil exerts

on its surroundings. More voluble hydrocarbons have higher vapor pressure

and typically larger flammability risk. Early evaporation models (MacKay &

McAuliffe, 1989) were based on the oil bulk vapor pressure value although

most current models consider vapor pressure of individual distillation cuts

when computing evaporative mass loss.

2.4 Oil weathering estimation—the two (or maybe three)
philosophical schools

Those fortunate enough to have financial capital to invest will quickly dis-

cover that there are competing philosophies on how to select stocks and

bonds. On the one hand, there are the traditionalists who value a stock price

by using classical economic and accounting techniques to assess the underly-

ing corporate assets. However, other advisers have concluded that such

approaches are naı̈ve since the complexities of the actual market are too

great to be captured by simple balance sheet approaches. Instead, they argue

that one should choose what to invest based upon past stock prices and

related indices. Surprisingly, oil weathering behavior forecasting has likewise

bifurcated into expert camps with the majority researchers favoring classical

analysis where the specific weathering process is reduced to a set of equa-

tions derived from fundamental chemistry and physics. A different approach

is to recognize that the necessary simplifications and approximations

required are likely to not capture all the important subprocesses. Alternative

“statistical” models have used specific curve fits (e.g., Fingas, 2014) to sepa-

rate weathering behavior components and plot laboratory-measured behavior

for many oils. It has been found through many years of study that each

behavior process has its own unique characteristics that can often be esti-

mated by standard statistical software.

A spinoff of the statistical approach is the adoption of neural networks

from artificial intelligence research (Yetilmezsoy, Fingas, & Fieldhouse,

2012). Classical analysis and laboratory measurement are used to assign ini-

tial values to the neural networks. A set of internal nodes then processes the
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data and assigns salient weights to various combinations of the input para-

meters, based upon resulting actual field results. The system “learns” from

experience which weights provide the closest result to actual observations.

While the network results are constrained by the underlying science (e.g.,

emulsion water fraction must be nonnegative), the final set of rules may

show little resemblance to traditional algorithms. It seems possible that

trends in information technology will lead to the use of such artificial intelli-

gence to resolve difficult weathering processes such as emulsification.

2.5 Weathering processes—those that do not alter the spill’s
chemical mixture

The major weathering processes can be divided into two groups. Certain pro-

cesses such as spreading, dispersion, oil�particle aggregation, tar ball forma-

tion, and emulsification do not change the underlying hydrocarbon mixture

although the processes themselves are greatly impacted by any chemical

structural changes. Evaporation, dissolution, and photooxidation, on the other

hand, do alter the chemical nature of the slick. For these latter processes, it

is not sufficient to estimate mass balance and physical characteristics of the

spilled oil but rather to also predict changes to the chemical balance.

2.5.1 Oil spreading

With regard to the first group, spreading of the oil is the most immediate

phenomenon after the initial release. The classic work by Fay (1971) pro-

vided the formulas used by most early models. According to Professor Fay,

oil slick spreading on calm water could be separated into three phases, each

phase defined by its advancing and retarding force. The first phase balances

gravitationally caused spreading with the inertia of the oil and lasts for only

few minutes or less in all instances except the largest spills. The second

phase replaces inertia with viscous drag of the surrounding water as the

retarding force. The time till transition to this second phase, ti2v, is calcu-

lated to be

ti2v 5 cFay1
Voil

gΔρυw

� �1=3

ð2:9Þ

where a common model choice of cFay1 5 2:6 yields a ti2v for a 1000 cubic

meters of API 26 of approximately a half hour. Therefore it is common for

spill models to ignore the first phase and take the area at transition from

phase II to Phase II as the initial spill area,

A0 5 cFay2
ΔρgVoil

5

υ2w

� �
ð2:10Þ
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with cFay2C10. Spill area increases under gravity-viscous spreading as time

to the 3/2 power, stopping after the slick becomes so thin that surface tension

replaces gravity as the driving force in the third and final phase. However,

real spills are unlikely to be contiguous by the third phase so few models

include this phase.

Since actual spills seldom happen on calm water surfaces, the Fay formu-

las have performed poorly in the field, usually underestimating observed

coverage (Jeffery, 1973; Korinenko & Malinovsky, 2014; Lehr, Fraga,

Belen, & Cekirge, 1984). Fig. 2.1 illustrates the discrepancy between real

spreading and the Fay formulas for an experimental spill of 50 bbls of

Arabian crude oil (Lehr et al., 1984).

Oil does not spread with uniform thickness as hypothesized in the Fay for-

mulas. Part of the oil (often about 10% of the total slick area) will be much

thicker than most of the slick. Responders have developed a so-called 10�10

rule for this difference in coverage. The thick oil represents 10% of the slick

area but contains 10 times the amount of oil than surrounding sheen, which

derives from this thick portion. Hence, cleanup concentrates on this thicker

portion. Mackay, Buist, Mascarenhas, and Patterson (1980) attempted to cor-

rect for the discrepancy between actual observation and Fay by using two dif-

ferent rules for the thick oil spreading and the sheen spreading. The thick

portion spreads by an application of Fay-type spreading while the sheen

derives it extent from the thick part. Garcia-Martinez, Mata, and Flores-Tovar

(1986) subsequently suggested modification to Mackay to correct what they

perceived as an error in the original Mackay rules. Lehr et al. (1984) suggested

that a final minimum thickness of 0.1 mm is a good rule of thumb for the thick

portion of oil slicks when initial oil viscosity is greater than 100 cSt, while

less viscous oils might have a terminal thickness an order of magnitude smal-

ler. Venkatesh (1990) observed, however, that oil spills in Arctic waters some-

times exceed this suggested final thickness. As not only the final thickness but

also spread rate can depend on the viscosity of the oil (a factor absent in Fay),

Venkatesh (1988) has suggested an alteration to standard Fay spreading that

adjusts for oil viscosity, slowing the spread rate for more viscous products.

FIGURE 2.1 Image of 50-barrel experimental oil spill showing the special features of oil

spreading.
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Environmental factors can play a significant role in slick spreading.

Obviously nearby shoreline may restrict the surface area. Simecek-Beatty

and Lehr (2017) note that early spreading is better described by an ellipse in

the wind direction rather than a circle, as assumed in Fay. Gjosteen and

Loset (2004) found that broken and brash ice restricts surface spreading, pro-

vided that the ice concentration exceeds 30%. Yapa and Weerasuriya (1997)

have proposed alternative rules to calculate oil spreading under floating bro-

ken ice. While these modifications have strong arguments in their favor, few

are included in most major spill models.

As seen in Fig. 2.1, thick oil initially collects chiefly in the downwind direc-

tion, giving the slick an overall “comet” shape. Surface wind (usually measured

at 10 m elevation),U10, induces a surface current uc given by (Shemden, 1972)

ucC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρair=ρw

q
UU10C0:03U10: ð2:11Þ

Elliott (1986) assumed a logarithmic reduction based on water depth in

the strength of this current and its operational disappearance at depth of

approximately 1.5 significant wave heights for fully developed seas.

Significant wave heights are discussed later in this chapter along with the

accompanying wave action breaking surface oil into different size droplets

that are driven into different depths and experience a varying reduced hori-

zontal current while submerged. According to Stokes law, the droplets will

rise to the surface as a function of their size with the bigger droplets having

a buoyancy velocity ratio to smaller droplets that is equivalent to their sur-

face area ratio. The end result is the formation of the comet appearance as

the bigger droplets rejoin the surface slick first, with smaller drops, contain-

ing less oil, following later. There is permanent submersion of droplets smal-

ler than 50�70 μm (Elliot & Hurford, 1989; Geng et al., 2016). The

resurfaced oil can be modeled as a non-Fickian horizontal turbulence process

(Elliot, Hurford, & Penn, 1986) with diffusion parameter

Deddyðm2=sÞB0:033t0:16 ð2:12Þ
This unsurprising result can be understood by observing that, as the slick

increases in area, small gyres in current flow cease to be transport mechanisms

and instead become contributors to surface oil horizontal dispersion. Eq. (2.11)

can be shown to relate the diffusion parameter to surface oil coverage as

Deddy ~A0:86
slick ð2:13Þ

Ahlstrom (1975) suggested combining turbulence-induced spreading with

Fay spreading by re-writing Fay gravity-viscous spreading as a pseudo-diffusion

process

DFayðm2=sÞ5 0:13
Δρgffiffiffiffiffiffi
υw

p
� �1=3

Aslickffiffi
t

p ð2:14Þ
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Surface horizontal diffusion would dominate when Deddy .DFay.

However, the surface oil may no longer remain a single cohesive slick by

this time but will rather be described by separated distinct patches over a

larger area. This will be more common for viscous crude spills rather than

light refined products.

Also, another important surface phenomenon will impact surface cover-

age by concentrating oil into linear collection areas. Langmuir circulation

(Fig. 2.2) is produced through a nonlinear interaction of surface currents and

Stokes drift due to waves. This results in vortices of alternating helicity and

spatially oscillating convergence and divergence zones on the water surface.

Langmuir cells form counter rotating vortices aligned with the wind

when surface wind exceeds 4�6 knots (Phillips, 2002). Similar to breaking

waves, Langmuir cells tend to mix the upper ocean, sometimes even deep

enough to entrain water across the mixed layer base. Langmuir forces impor-

tantly tend to collect the oil into windrows. As such, they counter other

forces such as water turbulence and gravitational spreading that cause the oil

to form a thin sheen. Experiments have shown that the cell spacing is linear

to surface wind speed. Zedel and Farmer (1991) used sonar observations of

bubble cloud patterns to estimate row spacing based on surface wind speed

Llang 5 clang1U10 1 clang2 ð2:15Þ
If length is measured in meters, clang1 5 0:079 s and clang2 5 1:76 m. Oil

collection bands are separated by twice this distance, as the oil prefers spac-

ing with a convergence valley over those with a divergent surface flow. Oil

will hence collect in the convergence rows and move away from the diver-

gent rows, countering the gravitational spreading described by the first

two Fay spread regimes. A reasonable estimate of the maximum horizontal

velocity during this collection process is B0:005U10 (Lehr & Simecek-

Beatty, 2000). Oil that arrives in the collection zones will then move

FIGURE 2.2 Cross-section of idealized slick showing Langmuir effects on surface oil (US

National Oceanic and Atmospheric Administration).
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downwind at speeds faster than the typical surface transport factor of 3%

wind speed, further stretching the slick. Any particular windrow has a limited

lifetime, ranging from 2 to 120 minutes according to Thorpe (2004). As old

Langmuir cells coalesce, new windrows arise between existing ones. The net

effect is a reduction of the number of oiled windrow bands (Simecek-Beatty

& Lehr, 2017).

Some fraction of the oil will be transported below the surface by

Langmuir processes. Li and Garrett (1993) estimated a maximum downward

velocity of approximately 1% of the wind speed. Oil droplets, along with

other floating debris, can theoretically be trapped subsurface in Stommel

retention zones where buoyancy is balanced by the Langmuir downward

velocity component.

Galt and Overstreet (2009) describe a spreading model that explicitly

includes Langmuir influences. Similar Langmuir model variants have been

included in several spill behavior and transport forecast programs. However,

given the difficulty of consistently incorporating all of the above factors into

classical oil-spreading formulas, a few researchers have proposed substituting

the statistical approach, discussed earlier, instead of constructing a complex

analytical model (Giwa & Jimoh, 2010). Others have resorted to the use of

cellular automata (Karafyllidis, 1997) or fractional Brownian motion (Guo,

Wang, Xie, & Cui, 2009).

None of these alternative approaches have gained widespread adoption in

the spill modeling community. Instead, most major spill forecast models use

Lagrangian elements (LEs), representing either distinct volume or mass

amounts of oil, to model simultaneously both slick spreading and transport.

The locations of the LEs are then translated into actual surface coverage by

various mathematical techniques (e.g., Durgut & Reed, 2017). The challenge

with this approach is correctly separating those factors that represent only

uncertainty in surface transport from those that directly cause surface oil dis-

persion (or coalescence in the case of Langmuir cells). For example, Elliot

style dispersion of the surface slick will, at least at the beginning of the spill,

be much smaller than LE transport diffusion components for most trajectory

models. An early approach was to apply Fay spreading to each LE and then

use the sum of the estimated individual areas to estimate the whole slick sur-

face. This method suffers a critical weakness in that it neglects the impact

neighboring oil has on the spread of oil at a particular location. Zheng,

Kobayashi, and Yapa (1995) adjust for this latter term by maintaining a

linked-list of nearby LEs. Spaulding (2017) discusses other potential

solutions.

Not all hydrocarbon-based fuel spills can be described by the above anal-

ysis. LNG, for example, is an increasingly shipped hydrocarbon fuel.

However, if spilled on water, it does not spread the same as normal fuel oils.

Fay (2007) noted that LNG spreading would, because of a resulting vapor

cushion between the two liquids, more closely resemble a liquid spreading

38 Marine Hydrocarbon Spill Assessments



on a smooth hard surface than a noncryogenic, buoyant liquid spreading

on water.

2.5.2 Natural surface dispersion

A second major weathering process that does not directly change the under-

lying slick chemistry is dispersion of the oil into the water column, usually

due to the action of breaking waves at the air�water interface. An important

cleanup tool for large spills can be the application of surfactants to decrease

surface tension and thereby increase the production of small oil droplets that

are more easily dispersed. The earliest models of dispersion simply assumed

a constant dispersion rate as a percentage of the surface slick, depending on

sea state (Blaikely, Dietzel, Glass, & van Kleef, 1977). Current models use

an advanced approach that incorporates more of the underlying physical pro-

cesses. They generate not only net volume dispersed but also the rate of

droplet formation and the size distribution and location of the resulting oil

droplets.

In order to understand all the issues involved, it is necessary to detour

briefly into the science of air�water interaction. Both kinetic and thermal

energy are exchanged between the air and water, but not to an equal degree.

Ocean bodies have a definite thermal effect on the atmosphere but less so

the reverse. Surface winds, however, do transfer momentum to the water sur-

face by creating gravity waves and inducing surface currents. These waves

and currents can greatly change the fate of floating oil. For understanding

this fate, it is important to characterize the atmospheric boundary layer, the

lowest part of the atmosphere that is directly affected by (and affects) the

surface of the earth. Unless one is near the coast, the atmosphere will usually

exhibit neutral stability over large water bodies, an atmospheric condition

that occurs when the environmental lapse rate is equal to the dry adiabatic

rate. The boundary layer wind speed vertical dependence can in such a case

be approximated by either a simple logarithmic or power law function.

Four major factors influence the development of wind waves on the

ocean: wind speed, fetch, duration, and water depth. Waves will form at the

air�sea interface when the wind speed is approximately 1 m/s or greater.

Fetch refers to the length of water over which a given wind has blown. The

longer the fetch, the larger the expected wave height. Duration refers to the

time extent of the given wind strength and direction. If the wind is consistent

in strength and direction for a prolonged time period, the wave structure will

reach an equilibrium situation called “fully developed sea.” Water depth

becomes important in shallow areas where bottom friction will have an

effect. The smallest waves have both gravity and surface tension as a restor-

ing force while larger waves are affected mostly by gravity alone. As any

sea state will have a mixture of wave heights, mariners usually characterize

the surface wave strength not by the most common wave height but by the
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average height of the largest one-third of the waves, called the significant

wave height, Hs. For fully developed seas and unlimited fetch, the Shore

Protection Manual (1984) predicts the significant wave height (m) and wave

period (s) based on an adjusted wind stress UA

UA 5 0:71U1:23
10 Hs 5 0:0248U2

A Ts 5 0:83UA ð2:16Þ
Wave field description has become a major area of study in meteorology

and oceanography. One very simple distribution, applicable to fully devel-

oped seas, is the Rayleigh distribution, a one-parameter distribution based on

significant wave height (Fig. 2.3).

While more complex distributions are now the common practice, the

Rayleigh distribution reasonably matches the observation provided that indi-

vidual wave velocity components are independent and normally distributed.

Surface waves represent energy that is needed to disperse oil from the

water surface into the water column. A perfectly calm water body would

have no dispersion. Oceanographers assign a degree of water surface rough-

ness that can then be used to characterize potential dispersion energy.

Surface roughness is often defined by two related properties: friction velocity

u� and roughness length z0. They are related by

z0g

u2�
5αch ð2:17Þ

Originally, the Chernock parameter, αch, was thought to be a constant but

has since been seen to be a widely fluctuating function of the steepness of

the dominant waves (Drennan, Taylor, & Yelland, 2005). Some researchers

(Terry et al., 1996) simplify the above equation by approximating z0CHs.

This uncertainty in mapping water surface roughness to surface wind may

reflect an intrinsic limitation to wind-wave forecasting based on the concept

of a wave energy spectrum (Liu & Schwab, 2002). In fact, field observation

indicates that little oil dispersion will occur until breaking waves began and

most spill behavior models therefore require breaking wave conditions for

FIGURE 2.3 Sample Rayleigh distribution of wave heights.
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dispersion to happen. Waves that have small height compared to their wave-

length, λ, become liable to breaking when Hw=λ � 0:08. Waves of any

wavelength will break in shallow waters when the wave height is greater

than 80% of the water depth. Lehr and Simecek-Beatty (2000) relate break-

ing wave fraction in the open ocean (unlimited depth) to wind speed

(expressed in m/s)

fbw 5
0:025 U10 2 3ð Þ

τM
3#U10 # 4

fbw 5
0:01U10 1 0:01

τM
U10 . 4

ð2:18Þ

where τM refers to the Monahan (1971) time constant (2.54 s for freshwater

and 3.85 s for saltwater). Zatsepa, Ivchenko, Korotenko, Solbakov, and

Stanovoy (2018) suggest a similar two-range formula but use a higher wind

speed for the patch point between the two formulas. Zhao and Toba (2001)

alternatively calculate fbw by the use of a Reynolds-like dimensionless number

Rbw 5
CDU

2
10

υairϖpm

fbw 5 3:88U1027R1:09
bw ð2:19Þ

where the drag coefficient CD is a linear function of surface wind speed

above 5 knots, and ϖpm 5 0:86=ðgU10Þ. Inherent in these formulas is the

assumption that a spatially fixed but time-varying series (breaking waves at

a fixed water surface point) is statistically the same as spatially varying

whitecap coverage at a fixed point in time. There is some controversy among

spill modelers that this is a valid assumption. Also, estimating whitecap cov-

erage from wind speed is even less precise than estimating surface rough-

ness. See, for example, fig. 7 in Holthuijsen and Herbers (1986).

Breaking waves impart energy vertically into the surface water that is

then dissipated with depth and time. Measured energy dissipation (per unit

water mass) values range from 0.01 to 10.0 m2=s3. Hwang and Slatten

(2008) conclude that average wave energy dissipation at the surface is pro-

portional to the cubic of the surface wind speed. Field studies are mixed on

determining energy dissipation as a function of depth. Sutherland and

Melville (2015) report that, near the surface, energy dissipation decayed

inversely with depth, while below approximately one significant wave

height, it decayed more quickly, decreasing inversely to the square of the

depth. Complicating matters, energy dissipation also varies horizontally

between the crest and trough of any wave (Gemmrich & Farmer, 2004).

Breaking waves have two obvious effects on the surface oil: (1) the oil is

broken into droplets of varying size and (2) the resulting droplets are dis-

placed at varying depth in a wave affected surface layer. Larger drops will

quickly rejoin the surface slick while smaller droplets will remain for an

extended time within this mixed layer beneath the slick, with buoyancy

A brief survey of oil spill weathering models Chapter | 2 41



countered by turbulence. A very rough conjecture of the maximum droplet

size of any buoyant oil particle that remains effectively dispersed can be

done by equating the terminal upward velocity from Stokes law

uStoke 5
gδ2oil
18υw

UΔρ ð2:20Þ

with a turbulent velocity estimate from surface roughness. For a typical oil

and common sea states, this yields a subsurface maximum permanently dis-

persed oil droplet size on the order of 50�100 μm. For a detailed analysis,

see Li, Spaulding, and French-McCay (2017).

The classical model on oil dispersion is the work of Delvigne and

Sweeney (1988) (DS) and their method is still widely used in existing spill

models. However, DS has several known difficulties. For example, while dis-

persant chemicals create increased and smaller oil droplets by reducing oil�
water interfacial surface tension, DS contains no explicit dependence on

surface tension. Spaulding (2017) points out that DS model formulation is

dimensional, creating a challenge in going from laboratory to field. He also

notes that there is no explicit procedure to address droplet resurfacing.

According to DS, the droplets will be mixed uniformly beneath the slick to a

depth of 1.5 the significant wave height. Field observations often report oil

droplets uniformly to a depthBHs, so many models simply use this depth as

a shortcut for their maximum oil drop intrusion. While recognizing that drop-

let intrusion and breakage are strong functions of the local energy dissipation

rate, most current dispersion models still follow the practice of DS of

employing globally an average value for energy dissipation as a function of

significant wave height.

The choice for operational droplet size distribution from breaking waves

has not reached consensus among spill modelers. DS, based on laboratory

results, concluded that the number density, Noil, of droplets of size δoil could
be computed as

Noil δoilð Þ5N0δ
22=3
oil ð2:21Þ

with N0 itself a function of energy dissipation rate, breaking wave fraction,

and oil viscosity. Noticeably, N0 does not consider surface tension as a param-

eter, perhaps because all the sample oils tested in their laboratory had approxi-

mately the same surface tension numbers. As mentioned earlier, reducing

surface tension is the mechanism used for chemical dispersant operations and

plays a critical role in determining the resulting droplet sizes. Therefore mod-

ern revisions of DS explicitly include surface tension. Johansen, Reed, and

Bodsberg (2015) and Lehr, Simecek-Beatty, Aliseda, and Boufadel (2014)

assume that droplet size distribution will evolve eventually to a log-normal or

log-normal type distribution and only this final, stable, distribution is critical

to modeling dispersion. A length scale is required to determine such a
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distribution, and common scale choice is the Sauter mean droplet diameter, δs.
The Sauter mean diameter of a collection of spherical objects of different sizes

is equal to the diameter of equisized spherical objects forming the collection

(Kowalczuk & Drzymala, 2016). Newer models estimate the Sauter mean

often by a modified Weber number scaling that includes both surface tension

and oil viscosity to overcome the limitations of DS. Dimensional analysis sug-

gests one possible example might be

δs 5αδ
υoil
υw

� �1=3

U
σo2w

ρw

� �3=5

Uε22=5 ð2:22Þ

The experiments of Johansen et al. (2015) and Li and Katz (2016) indi-

cate a plausible value of the empirical, dimensionless, constant, αδB0:008.
Zeinstra-Helfrich, Koops, and Murk (2016) found that mean droplet size

decreased with larger waves, but increased with surface oil thickness.

However, the former dominates the latter in influencing droplet size. Their

data indicate that, for waves generated by wind speeds greater than about

7�8 knots (beginning of breaking waves), slick thickness is a minor correc-

tion to mean droplet size.

While Babinsky and Sojka (2002) argue that an actual log-normal distri-

bution is a stable choice for a final droplet size distribution, the computation-

ally simpler Rosin-Rambler distribution, a form of the cumulative Weibull

distribution, is often a more popular selection. Expressed as cumulative vol-

ume fraction

FvolðδoilÞ5 12 exp 20:69
δoil
λ

	 
κ� �
with κ5 1:8 λ5 δs ð2:23Þ

An alternative school (e.g., Nissanka, & Yapa, 2017, 2018; Zhao et al.,

2014) argues that constructing only an estimated final static droplet size dis-

tribution is inadequate to describe the actual dispersion process and that a

true population balance model is required. Such models take account of vari-

ous mechanisms causing breakup along with those resulting in coalescence

of droplets or simply resisting breakup. A major advantage of numerical pop-

ulation balance models over straight correlation models is that the former

provide a transient droplet size distribution that may be important to under-

standing weathering of the oil. For example, these models often show an

early bimodal distribution that then evolves over time to a log-normal distri-

bution. Disadvantages of this approach are increased computational demands

and extra specifications about the environmental turbulence causing the dis-

persion. A standard assumption is that the turbulence important for droplet

breakage is isotropic and centered around eddy sizes chiefly in the lower end

of inertial sub-range, stopping at the Kolmogorov microscale.
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2.5.3 Oil�particle aggregation

Dispersed oil, and to a lesser degree, surface oil, are susceptible to adhesion

to solid particles in the surrounding water. These can be organic matter, min-

eral particles, or even brash ice. Depending on the nature of the adhering

particle, the buoyancy of the particle-oil combination may be increased or

decreased. In the open ocean, such aggregation is a minor factor in oil fate.

However, in muddy rivers where the sediment load can easily reach

0:5 kg=m3, it is usually a significant process. Brakstad, Lewis, and Beegle-

Krause (2018) claims that significant deposition from oil�particle aggrega-

tion occurs whenever suspended sediment exceeds 10 mg/L.

Aggregation is classified into two types. For Type1 aggregation, the

adhering particles are smaller than the oil droplets and coat them. Type 2

aggregation reverses the relative sizes of particle and droplet. Most aggrega-

tion models in spill behavior forecasting are designed to represent Type 1

aggregation as it produces a more stable combination with the particles, pro-

viding a barrier to future oil droplet coalescence and often creating negative

buoyancy. Moreover, in most cases where oil�particle interaction occurs,

there is an excess of solid particles compared to the number of available oil

droplets. This allows for a very simple formula to estimate the time depen-

dent percentage of nonattached oil droplets. The solid particle number den-

sity, Ns, is assumed constant while the nonaggregated oil droplet density,

Noil, of some given size decreases (Payne et al., 1987) according to

dNoil

dt
52 1:3αsed

ffiffiffiffiffiffiffiffiffiffi
ε=υw

p
UNsNoil ð2:24Þ

The “sticking” coefficient, αsed, varies between 0 and 1, depending on

the type and size of the adhering particles. Hill, Khelifa, and Lee (2003),

reviewing earlier experiments by Delvigne, gave a range αsed for kaolinite of

0.006�0.041. Much of current research (e.g., Zhao et al., 2016) is directed at

algorithm development for estimating αsed from the size distribution and

nature of both the particles and oil droplets, and also on the properties of the

surrounding water.

According to Khelifa and Gamble (2006), aggregation can play a key role

in tarball formation, the long-term fate of much of the larger hydrocarbons.

While noting that oil viscosity and mixing energy are the dominant factors

that control the formation of tarballs, these researchers say that aggregation of

oil with suspended sediment can cause significant increases or decreases in tar-

ball density, depending on the type and concentration of the solid particles.

2.5.4 Oil�water emulsion formation

Emulsification has a significant impact on response options for major surface

oil spills. Emulsified oil typically has both increased volume and increased
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viscosity. However, not all oils emulsify, nor is the stability of the formed

emulsion the same in all cases. Stability of an emulsion is defined as its abil-

ity to retain its water fraction. In order to form a stable emulsion, an interfa-

cial film must exist between the water droplet and surrounding oil with most

experts concluding that this role is most effectively accomplished by the dis-

solved asphaltene oil component. Some oils may not initially emulsify but

may do so after a period of weathering. In most, but not all, cases, the more

stable the emulsion, the larger the water fraction, which can reach 90% for

some oils. Predicting when emulsification will occur, and the properties of

the formed emulsion, has been a continuing challenge for the modeling com-

munity. Emulsification is a complicated physical phenomenon, further con-

voluted by the intricate mixture of hydrocarbons that describe the typical oil

or oil product. MacKay et al. (1980) developed the first widely adopted

emulsification model; a model that is still in use today in spite of its limited

usefulness in many actual spills. MacKay assumed that the water fraction, fw,

of the emulsion would monotonically increase to some limiting value fmax,

based on the surrounding water turbulence (usually the result of wind

waves).

dfw

dt
~U2

10 fmax 2 fwð Þ ð2:25Þ

Such an approach does not allow for the common phenomena of de-

watering, found in unstable and mesostable emulsions. Xie, Yapa, and

Nakata (2007) corrected this oversight by adding a term to account for emul-

sion water loss. The MacKay model also did not predict the constant of pro-

portionality, which is currently found by direct empirical measurement of

different oils under various sea conditions, or by analogy to those measured

oils. Usually, emulsification, if it occurs, happens rapidly so that the com-

plete solution to the Mackay equation is not required, only the end state. For

an improved response, its sufficient to know if and when oil will emulsify,

will the emulsion be stable, and what will be the water fraction.

Field observations indicate that minimum and maximum viscosities

exist for a stable emulsion to occur. Oils with kinematic viscosities less

than 10 cSt cannot retain water droplets for sufficient time to form

an emulsion and oils with viscosities greater than 10,000 cSt limit most

water droplets from entering the oil in the first place. Daling, Molestad,

Johansen, Lewis, and Rodal (2003) report field results that show that a

minimum oil thickness of 50�500 μm, depending upon oil type, is required

for emulsification to commence. This probably correlates with limits on the

underlying size of the water droplets in the emulsion. Hence, only the thick

oil, not the sheen, can emulsify. Shaw (2003) found that there is a mini-

mum oil�water interfacial surface tension required for a stable emulsion,

usually in the range of 10�20 dynes/cm. Most oils exceed this limit unless

treated by surfactants.
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It is generally, but not universally, hypothesized that emulsification

begins when resin-dissolved asphaltenes begin to precipitate out (McLean &

Kilpatrick, 1997). The Yen-Mullins model (Mullins et al., 2012) considers

asphaltene precipitation by examining clustering of asphaltenes based upon

their concentration in the oil and other factors. The model requires oil infor-

mation not widely available to the spill response community and is highly

dependent on accurate estimation of resin and asphaltene fraction.

Fingas and Fieldhouse (2012) eschew a standard physical model in favor

of a statistical approach based on agglomeration clusters in multidimensional

parameter space defined by key state variables, or clusters based on one-to-

one and onto functional mappings of these key state variables. Depending

upon which cluster any oil maps onto, it is classified as forming a stable,

mesostable, entrained, or unstable emulsion. Aske, Kallevik, and Sjoblom

(2002) accomplish a similar division of oils by using principal component

analysis. A review by Spaulding (2017) recommends this clustering approach

as superior to the traditional MacKay style models. Yetilmezsoy et al. (2012)

translate the Fingas and Fieldhouse functional cluster rules into a series of

if�then statements and then apply the method of fuzzy logic to determine pro-

pensity to emulsify. Lehr (2017) parallels the Fingas and Fieldhouse clustering

approach by defining modified rules that, to the extent possible, are consistent

with existing emulsion science and measured values. For example, as noted

previously, asphaltenes play a key role as indigenous surfactants in stabilizing

emulsions (McLean et al., 1998; Xia, Lu, & Cao, 2014) while resins act as sol-

vating agents, allowing the asphaltenes to migrate to the oil�water interface.

However, too much resin content will allow the asphaltenes to remain in solu-

tion. Fingas and Fieldhouse combine resin and asphaltene fraction at 3% as a

minimum lower limit for either stable or mesostable emulsions while Lehr

(2017), based on past measurements, uses the asphaltene�resin ratio to esti-

mate fmax. If ra2r is the asphaltene�resin ratio then

fmax 5 0:611 0:5ra2r 2 0:28r2a2r 0# fmax # 0:9 ð2:26Þ

The loose fit (see Fig. 2.4) of the above equation to field data shows the

limit to this approach although the results are somewhat consistent with the

Fingas and Fieldhouse (2012) observation that an ra2r value of around 0.6 is

best for a stable emulsion.

2.6 Weathering processes—those that do alter the chemical
mixture

Evaporation, dissolution, and photooxidation alter the chemical nature of the

slick. For these processes, it is not sufficient to estimate mass balance and

physical characteristics of the spilled oil. The weathering model must also

predict changes to the chemical balance.
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2.6.1 Evaporation

For most surface spills, evaporation is the major removal mechanism for oil

from the slick, exceeding not only other natural processes but also standard

mechanical removal applications. Small spills of light refined products will

typically disappear in less than a day due to evaporation unless high seas

drive the product into the water column. Net evaporative loss is also one of

the easiest predictions to make for most spill events if distillation informa-

tion on the spilled oil is available. The tendency to evaporate can be closely

linked to the boiling point of any hydrocarbon with little regard to its spe-

cific structure. Instead, the key factor is molecular weight that in turn can be

related to carbon number. Fig. 2.5 shows the plot of boiling point versus

carbon number for select n-alkanes. Smith and MacIntyre (1971) found that

little of any distillation cut with a boiling point exceeding 270�C will evapo-

rate during the lifetime of most surface spills. This corresponds to hydrocar-

bons with 15 or more carbon atoms, and in most actual events, hydrocarbons

containing 12 or more carbon atoms can be considered nonevaporative for

mass balance purposes.

Predicting short-term evaporative mass loss rate is a much more challeng-

ing assignment. Two classical approaches that are widely used differ on

modeling the oil structure properties but agree on the general gross nature of

the slick. Both assume that the slick can be treated as a vertically homoge-

neous mixture of uniform thickness with contiguous and compact surface

coverage. The driving factor will be the effective vapor pressure above the

slick and the limiting factor will be the ability of the surface wind to remove

the saturated boundary layer above the slick. In the Stiver-Mackay [SM]

approach, the oil is treated as a single component fluid whose chemical

FIGURE 2.4 Maximum emulsion water content as a function of asphaltene/resin ratio.
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nature changes over time. The actual distillation history of the oil is linear-

ized with an estimated initial boiling point Tb and distillation curve slope Tsl.

SM then defines a dimensionless “evaporative exposure” variable that

depends on time, wind, and average oil thickness

Θ5KSMU
7=9
10 δtht ð2:27Þ

The time dependence of the fraction of evaporated oil fevap can be calcu-

lated, given a water temperature of Tw, according to

dfevap

dΘ
5 exp a2

b

Tw
Tb 2 Tslfevap
� �� �

ð2:28Þ

SM empirically sets Ksm 5 0:002 a5 6:3 b5 10:3: Others have deter-

mined different (a, b) values for specific oils (Belore and Buist, 1994). The

model is highly sensitive to Tb (Overstreet et al., 1995) and may overesti-

mate evaporation rate when compared to alternative approaches. Xie et al.

(2007) suggest a correction to reduce evaporation for emulsified oils.

The second classical approach for modeling evaporation treats the oil as

a limited mixture of pseudo-components, differing by their boiling points.

The advantage of this approach is that it coincides with the way industry

stores data on oils for refining purposes. The evaporative loss rate for each

pseudo-component is a function of its vapor pressure and a mass transfer

coefficient. Various suggestions have been made for constructing these coef-

ficients (Mackay and Matsugu, 1973; Williams, Hann, & James, 1975).

Employing Raoult’s Law of an ideal mixture, the net evaporative loss is then

the sum of the individual losses. While the chemical nature of any specific

pseudo-component does not change, the relative component ratios do change

as those components with higher vapor pressure evaporate more quickly.

FIGURE 2.5 Boiling point of n-alkanes based on carbon number.
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The problem with these two classical approaches is that many of their

underlying assumptions are false. Real oil slicks do not have uniform thick-

ness or form a contiguous, compact surface on the water. In fact, the water

surface is not flat but subject to breaking waves in even moderate wind con-

ditions. The spray from the waves increases the area for the oil�air interface

while the plunging waves take some of the oil into the water column and

away from any evaporative loss. Places where the oil is thick are not neces-

sarily well mixed. For these locations, diffusion through the slick may be the

controlling factor for lighter hydrocarbons, not saturation of the boundary

layer (Hanna and Drivas, 1993). Moreover, certain processes, such as photo-

oxidation, may cause a crusting affect at the oil�air interface, reducing evap-

oration (Lehr, 1996). Finally, oil is not an ideal mixture as there is a heat of

solution connected to the component mixing so that it may be necessary to

include an adjustment to Raoult’ Law.

Fingas (1996, 2013) argues that the many questionable assumptions in

the classical approach make any of its predictions highly suspect. He espe-

cially rejects the concept that hydrocarbon evaporation is, like water evapo-

ration, restricted by the saturation concentration of molecules above the

slick, noting that volatile oil components such as pentane have saturation

concentrations two orders of magnitude larger than water. Instead, he claims

that evaporation is mostly diffusion (through the slick) limited, and depends

not on wind, but on the chemical mixture of the oil and the water tempera-

ture. If diffusion through the slick is important, evaporative loss rate will be

reduced (Kotzakoulakis and George, 2018). Rather than trying to model this

from first principles, Fingas recommends resorting instead to a straight statis-

tical method where an assumed functional shape of the evaporative loss is

adjusted to laboratory data for each particular oil. For example, he calculates

the time dependent evaporative fraction loss of Prudhoe Bay crude by (t is

elapsed time in seconds from spillage)

fevap 5 0:01691 0:0045ðTw 2 273Þ½ �Uln t

60

� �
ð2:29Þ

2.6.2 Dissolution

The water counterpart to oil evaporation (air the receiving medium) is oil

dissolution (water the receiving medium). The old saying that oil and water

do not mix is scientifically accurate so, for surface spills, dissolution mass

loss is a small fraction of the mass loss due to evaporation or dispersion.

Riazi and Edalat (1996) found that the rate of dissolution under normal sea

surface conditions is approximately 0.1% of the rate of evaporation.

However, for subsurface releases such as the Deepwater Horizon spill, disso-

lution can replace evaporation as a major weathering process. Unlike evapo-

ration, where the size of the hydrocarbon molecule is more important than
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its chemical structure, dissolution rates are highly sensitive to the type of

hydrocarbon. Despite having very similar molecular weights, benzene, an

aromatic, is more than an order of magnitude more soluble in water than n-

hexane, an alkane. For mass balance purposes then, only the aromatic com-

ponent in SARA of the oil is viably subject to dissolution, as the other two

groups in SARA, resins and asphaltenes, are too big to significantly dissolve.

For toxicity calculations however, a different standard that considers even

trace dissolution may be more appropriate (French-McCay et al., 2016).

A commonly employed measure in dissolution calculations is the mass

partition coefficient, Kow, defined as the saturation concentration in octanol

(serving as oil proxy) compared to the mass concentration in water. The

larger the number, the less of the particular hydrocarbon escapes from the

slick and dissolves into the surrounding water. As the numbers for all hydro-

carbons tend to be large (little solubility), it is often the logarithm of Kow

that is reported.

Stevens, Thibodeaux, Overton, Valsaraj, and Walker (2017) created an

oil droplet dissolution model of only two components, a dissolvable compo-

nent, Xdiss, and an inert component. The total volume of the oil droplet then

is the volume sum

Vdrop 5Vdiss 1Vinert 5VdropðXdiss 2 ð12XdissÞÞ ð2:30Þ
Dissolution is estimated as

d

dt
VdropXdiss

� �
52 kwXdissAdrop ð2:31Þ

The area of the droplet Adrop is given by the assumed droplet size distri-

bution with the challenge being estimation of the oil to water mass transfer

coefficient kw. Simplifying approximations for kw include assuming a first-

order relationship with Kowh i, representing an average of the mass partition

coefficients of the soluble aromatics, and letting the controlling transfer fac-

tor be the diffusion to the droplet surface of the soluble fraction.

2.6.3 Photooxidation

The combination of hydrocarbons with oxygen is called oxidation. The result-

ing modified hydrocarbons may have a critical impact on toxicity and on

many of the previous described weathering processes. Despite its importance

in understanding spill behavior, photooxidation is often not included in spill

weathering forecasts and comparatively little relevant research has been done

to construct an appropriate submodel. Instead, published studies concentrate

on reporting empirical results for specific oils (Ganjali, Niknafs, & Khosravi,

2007). Saturates are resistant to photooxidation while aromatic compounds are

more sensitive. This includes PAHs (Plata, Sharpless, & Reddy, 2008). It is

likely that photooxidation plays a key role in “skinning” of surface slicks for

50 Marine Hydrocarbon Spill Assessments



certain oils (Garret, Pickering, Haith, & Prince, 1998). These skins then proba-

bly retard evaporation. When combined with tar ball formation, this can yield

what responders call “m&ms,” where clumps of oil are hard on the outside

and much more fluid on the inside.

2.7 Discussion and caveat

The author and others (Lehr, Simecek-Beatty, & Fingas, 2019) have pre-

dicted that the next decade will see significant advances in forecasting spill

weathering behavior as newly published research identifies more appropriate

oil and environmental characterization and hints at how to attack complex

processes such as emulsification by using artificial intelligence techniques.

Of course, this presumes adequate funding and direction to generate a suffi-

ciently large oil database and conduct necessary experiments for the compu-

tational methods employing artificial intelligence to perform properly.

However, forecasting the activities of funding agencies is a task well outside

the pay-grade of the author. This chapter hopefully represents, with the

restrictions previously mentioned, an accurate picture of the present state of

spill weathering modeling. Nevertheless, it is inevitable in a work of this

scope that errors of commission and omission, while unintentional, are to be

found. Readers are advised to consult the originals of the cited publications

before using any of the concepts and formulas discussed for their own

research and other applications. Nothing in this work should be construed as

either criticism or recommendation of any commercial product or service.

This work did not receive any specific grant from funding agencies in the

public, commercial, or not-for-profit sectors. The opinions and conclusions

expressed in this article are those of the author and not necessarily those of

any American government agency.

2.8 Notation (bracket shows frequently used units for
dimensional terms)

Adrop 5 oil droplet area (m2)

A0 5 initial slick area (m2)

Aslick 5 slick surface area (m2)

Deddy 5 eddy diffusion coefficient (m2/s)

fbw 5 breaking wave fraction

fevap 5 evaporated mass fraction

fmax 5maximum water fraction of oil�water emulsion

fw 5water mass fraction of emulsion

Hs 5 significant wave height (m)

Kow 5mass partition coefficient

kw 5mass transfer coefficient (m/s)

Llang 5Langmuir cell surface separation distance (m)

Noil 5 oil droplet number density (m23)
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Ns 5 sediment particle number density (m23)

ra2r 5 asphaltene�resin ratio

Tb 5 oil boiling point (�C or �K)
Tref 5 reference temperature (�C or �K)
Ts 5 period of the significant wave (s)

Tsl 5 slope of distillation curve tangent (�C or �K)
Tw 5water temperature (�C)
PP 5 pour point (�C or �K)
U10 5 10 m height surface wind (m/s)

Xdiss 5 soluble fraction

u� 5 friction velocity (m/s)

z0 5 roughness length (m)

δoil 5 oil droplet diameter (μm)

δs 5 Sauter mean oil droplet diameter (μm)

ε 5 energy dissipation rate per unit mass (m2/s3)

ρoil 5 oil density (g=cm3 or kg/m3)

ρref 5 reference density (g=cm3 or kg/m3)

ρw 5water density (g=cm3 or kg/m3)

υemul 5 emulsion kinematic viscosity (cSt)

υoil 5 oil kinematic viscosity (cSt)

υw 5water kinematic viscosity (cSt)

σo2w 5 oil�water interfacial tension (dynes/cm)

Δρ 5 fractional density difference between water and oil

Θ 5 evaporative exposure
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3.1 Introduction

Successfully forecasting the movement of oil during an oil spill, and know-

ing oil’s current location, are the key ingredients needed to solve one of the

most decisive problems during emergency response operations: where is the

oil heading? Oil’s current and future locations are critical for emergency

planning and response, including recovery and containment. Reconstructing

past spills through hindcasts is also needed for modeling improvements,

environmental impact assessments, and forensics. The challenge of success-

fully forecasting or hindcasting an oil spill is a considerable one. There is no

guarantee that a simulation will be successful, and deviations between simu-

lated transport and observations are the norm rather than the exception. This

chapter describes some of the main reasons why accurately simulating trajec-

tories in the ocean is complicated and presents recent progress along differ-

ent fronts that help remediate some of the problems. The focus is on

hindcasts and forecasts, characterized by the need to replicate or anticipate

observed oil transport.

One of the problems is related to local deficiencies in the velocity that

propagate during integration when computing trajectories, these errors often

grow exponentially due to the unstable nature of ocean circulation. For this

problem, we present modern techniques called Objective Eulerian Coherent

Structures (OECS; Serra & Haller, 2016) that can bypass errors in the

59
Marine Hydrocarbon Spill Assessments. DOI: https://doi.org/10.1016/B978-0-12-819354-9.00004-1

Copyright © 2021 Elsevier Inc. All rights reserved.

https://doi.org/10.1016/B978-0-12-819354-9.00004-1


velocity, identifying instantaneous attracting regions that influence transport

exceptionally, and that are computed without the need to integrate the veloc-

ity. This method allows trajectory forecasting without future information and

can also be applied to ocean-model forecasts to limit the effect of discrepan-

cies between the forecasted flow and reality.

The other type of problem we examine is related to a velocity assumed to

simulate oil’s motion, but that is missing some of the physical processes

driving observed motion. The focus is in the upper centimeters of the ocean

where atmospheric influence is strongest. The solution is to parameterize

missing physics when necessary. Studies in the last few years have improved

our understanding of the velocity within a fine surface layer, providing infor-

mation that is somewhat at odds with common practice in oil-spill modeling.

As an example, we show how progress in our understanding can explain the

transport of oil during the 2003 Point Wells spill in the Salish Sea, a spill

that had remained unexplained for 15 years. Also discussed are recent studies

showing that parameterized near-surface processes are often responsible for

oil beaching. Finally, we suggest the potential for surface convergence

driven by subduction at the sea surface as an indicator of regions of interest

for oil recovery.

A brief review of the basics of oil-spill modeling is given in Section 3.2,

Section 3.3 overviews transport in the ocean, the unstable nature of ocean

currents, and a description of velocity products typically available to simu-

late oil transport. Section 3.4 is about motion in the upper layer of the ocean,

describing recent progress due to numerical simulations and unique at-sea

experiments. Section 3.5 describes some of the novel tools that may help

overcome velocity errors that would result in erroneous trajectories and

exemplify their use by revisiting transport observed during the Deepwater

Horizon accident in May 2010. We conclude in Section 3.6 with conclusions

and an outlook of what progress can be expected, and how the techniques

presented here fit into that picture.

3.2 The physics, the mathematics, and the numerics

Oil-spill modeling is often a multidisciplinary endeavor; it is not uncommon

for biologists, chemists, physicists, geographers, mathematicians, oceanogra-

phers, engineers, and computer scientists to work together. It is therefore

helpful to begin clarifying, somewhat informally, the basic physics, mathe-

matics, and numerical solutions used to simulate the transport in a fluid that

ultimately result in an oil-spill simulation. The physical mechanisms that

drive motion in the ocean are described in later sections.

The physical approximations used to simulate transport forced by a vast

variety of oceanographic processes are well known. Consequently, the math-

ematical equations are also well known (e.g., studied in most introductory

partial differential equation courses). The mathematics of oil transport boils
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down to solving the advection�diffusion equation, also known as the disper-

sion�diffusion equation. In fluid dynamics and physical oceanography, the

effects of advection and diffusion are often referred to as stirring and mixing,

respectively. In oil-spill modeling, these equations are solved in a

Lagrangian framework, that is, by computing the trajectories of individual

elements (“particles”). However, it is illustrative to introduce the equations

of mathematical physics in Eulerian terms, that is, as a function of fixed

space, and return to the Lagrangian formulation when discussing the numeri-

cal solution.

Stirring within a fluid causes a tracer to deform into streaks and swirls

while the along-path concentration of the tracer does not change. Effectively,

the tracer is redistributed with the velocity field while preserving its concen-

tration; such behavior is called conservative. Assuming the velocity diver-

gence is negligible, the following evolution equation for a tracer C is

satisfied:

@C

@t
1 uUrC5 0 ð3:1Þ

where u is the two-dimensional velocity of the fluid. This equation is known

as the advection equation or dispersion equation. Some scientists may use

the word convection instead of advection, although oceanographers often

reserve the term convection for a different type of physics (vertical motion

related to buoyancy changes). The advection equation describes how a con-

centration evolves as the velocity field acts upon the gradient of the concen-

tration, causing a redistribution of the tracer.

Mixing refers to the diffusion of a tracer with concentration C, typically

simulated with the diffusion equation:

@C

@t
5rU κrCð Þ: ð3:2Þ

If κ is a molecular diffusion coefficient, then (3.2) represents the mixing

of a tracer due to molecular collisions. By itself, this is an inefficient method

of mixing a fluid. In the ocean, however, an eddy diffusion coefficient is

used for κ, several orders of magnitude larger than the molecular coefficient

that is characteristic of the fluid. From a physics point of view, the large

coefficient means that the diffusion equation is modeling the mixing of con-

centration due to the collision of water parcels, not molecules. This is an ad

hoc way of parameterizing small-scale stirring and overturning of water par-

cels as they undergo turbulent motions. Ironically, the physics simulated by

Eq. (3.2) is well understood, yet the ocean physics that it parameterizes

includes a variety of processes that are difficult to even measure (e.g.,

Moum & Rippeth, 2009). It is a fortunate turn of events that results from

using a well-understood equation such as (3.2) are adequate for many pur-

poses, including oil-spill modeling.
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To simulate transport in the ocean, both stirring and diffusion are often

used simultaneously: the evolution equation for the transport of a tracer is

then the advection�diffusion (or dispersion�diffusion) equation:

@C

@t
1 uUrC5rU κrCð Þ: ð3:3Þ

In the case of oil-spill modeling, an additional source term can be added

to represent the addition of oil as it is spilling into the ocean; a sink term can

also be included to represent the removal of oil. This chapter is concerned

with the transport of oil, and we will not consider sources or sinks. Salmon

(1998) presents a discussion (his Section 14) on stirring and mixing, describ-

ing their individual and simultaneous effects on tracer variability. Stirring,

diffusion, and their interplay are also discussed in Section 7.3 of Tennekes

and Lumley (1972).

The eddy diffusion coefficient, also known as the turbulent diffusion

coefficient, is an unknown that needs to be determined. The production of

turbulence, and therefore the magnitude of the eddy diffusion coefficient,

depends on many factors including the spatial structure of seawater’s density,

the spatial structure of the velocity field, heating or cooling of water parcels,

and Earth’s rotation. Turbulence in the ocean is often produced by instabil-

ities that range in length from centimeters to hundreds of kilometers—the

interested reader is referred to the free book on ocean instabilities by Smyth

and Carpenter (2019). Due to a large number of instability types, the large

range of spatial and temporal scales at which they occur and interact, and

their often anisotropic nature, determining an adequate turbulent diffusion

coefficient is a difficult problem.

Numerical ocean models require accurate mixing of momentum, heat,

and salinity to produce a good simulation; they use sophisticated turbulence

closure models that are computationally intensive and that require consider-

ably more information than what is typically available during oil-spill simu-

lations. Fortunately, the need for mixing parameterizations in oil-spill

modeling is fundamentally different than in numerical ocean modeling and is

not nearly as consequential. In oil-spill modeling, the diffusion equation is

used to simulate the small-scale spreading of oil caused by oceanographic

processes that are not resolved by the velocity in Eq. (3.1).

In oil-spill modeling, the most efficient way to determine the eddy diffu-

sion coefficient is to choose a constant coefficient that matches the observed

spread of oil. This is a strategy used for hindcasts and forecasts where the

main objective for the simulation of diffusion is matching the spread of oil

as observed through overflights, ships, and satellites. However, during

response forecasts, the diffusion coefficient is chosen to err on the high side,

so that the simulations are unlikely to underestimate the extent of impacted

locations. For example, standard practice for the Office of Response and

Restoration at the National Oceanic and Atmospheric Administration
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(NOAA), is to use a random walk with a constant diffusion coefficient as

described. Despite its rather crude and ad hoc nature, it is often important to

simulate diffusive processes in oil-spill modeling because (1) it is needed to

match observed oil spreading about the trajectories resulting from Eq. (3.1),

(2) it provides a least-regret conservative estimate for the spreading and

impact of oil during response forecasts, and (3) for simulations without

wind, it provides one way for oil to beach, which is otherwise not available

from most ocean-current velocity products (e.g., ocean models set to zero the

velocity normal to the coast near the coastline, although it may cause beach-

ing if there is a mismatch between the velocity product and the model coast-

line, or due to numerical instabilities). Beaching due to diffusion is most

appropriate in the surf zone, the effects of which are not typically simulated

in ocean circulation models. Other (more realistic) mechanisms that may

drive oil beaching are discussed in Section 3.4.

There are types of oil-spill simulations that may need an automated

method of determining an eddy diffusion coefficient. For example,

ensemble-type modeling uses a large number of oil-spill simulations to eval-

uate the environmental impact of an oil spill in a statistical sense; such simu-

lations may choose to include diffusive processes. The solution for oil-spill

simulations that compute an eddy diffusivity as part of the problem (instead

of choosing it to match observed spread) is described in Appendix A.

Further discussion on stochastic parameterizations of diffusion and their

implementation can be found in the technical documentation for NOAA’s

GNOME model (Zelenke, O’Connor, Barker, Beegle-Krause, & Eclipse,

2012) and Duran (2016).

The easiest way to numerically solve Eq. (3.3) for oil transport simula-

tions is to separately solve (3.1) and (3.2) and then add the motion induced

by each process to obtain the oil’s movement. Solutions to (3.1) and (3.2)

are often found separately in Lagrangian terms, that is, by computing oil-

parcel trajectories, rather than in Eulerian terms where the equations are

solved over a fixed numerical grid. Because the advection part of transport

preserves concentrations, the simulation of advection reduces to integrating

the velocity field to obtain trajectories given an initial time and position.

Thus, the typical approach to simulate the advective part of oil’s trajectory is

the solution x tð Þ to the equation:

dx

dt
5 u x tð Þ; tð Þ x 0ð Þ5 x0: ð3:4Þ

Eq. (3.4) can be solved with regular numerical methods for ordinary dif-

ferential equations, although there are some specific considerations due to

the discrete nature of the velocity data being integrated (e.g., Nordam &

Duran, 2020; Nordam et al., 2018).

The diffusion part is typically modeled as a random walk, numerically

simulating the random motions induced by the modeled collisions with
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Eq. (3.2). The resulting motion is added to the solution of (3.4) at each time

step. Typically, the precision needed for u in (3.4) is more consequential

than the spread of oil modeled with diffusion. Because of this, in this chap-

ter, we will focus on the advective part of oil’s transport. In this approach,

once the advection part is satisfactory, further simulations will add diffusion

to the advective part. We note that formally, the interplay between advection

and diffusion is more complicated than often appreciated; the effect of diffu-

sion in the context of Lagrangian transport is currently being researched

(Haller, Karrasch, & Kogelbauer, 2018).

The Eulerian representation of fluid flow and its associated numerical

representation could, in principle, be used for oil-spill modeling. In practice,

however, it is much more efficient to simulate oil transport using the

Lagrangian representation. Among the problems inherent to the Eulerian

representation is the need to set up a numerical grid for each domain. Also,

the Eulerian representation is more computationally intensive because it

requires solving the advection�diffusion equation at each point on the grid,

regardless of whether there is oil there or not, while in the Lagrangian

approach trajectories are integrated only for existing oil parcels. In the

Eulerian approach, the advection term in (3.3) can be problematic for numer-

ical methods (e.g., Durran, 2010, Sections 3.3, 3.4, 3.5.1, 3.5.2, 5.10), while

the Lagrangian approach only requires integrating an ordinary differential

equation that is, for the most part, straightforward and highly accurate.

Finally, the Lagrangian approach works well with a velocity field saved at a

series of discrete times; this is convenient because it readily allows addi-

tional experiments using the same velocity field. A comparison of advection

results from Eulerian and Lagrangian formulations can be found in Wagner,

Rühs, Schwarzkopf, Koszalka, and Biastoch (2019).

Oil-spill models can account for other processes related to the fate of oil

separately. For example, oil droplets breaking into smaller-size droplets, oil

dissolution at depth, or oil evaporation at the sea surface. These processes

can affect the oil’s buoyancy. As oil-spill and blowout models increase in

complexity, the effects of vertical motion will be included. Oil’s vertical

motion may be induced by ambient conditions such as waves, or by oil’s

buoyancy (some oils are denser than water, some are less dense), droplet

size, and weathering. Further details on some of the processes causing verti-

cal motion can be found in Nordam, Skancke, Duran, and Barker (2021).

In this chapter, we assume that oil’s vertical location is known, whether

varying or fixed. This is a valid approach because (1) for some spills, the oil

floating at the surface is of primary concern, and thus modeling horizontal

trajectories alone may be enough to get satisfactory results and (2) when ver-

tical motion is important, vertical and horizontal components of a parcel’s

trajectory are computed separately. This is because the mechanisms forcing

horizontal motion tend to be different from mechanisms forcing vertical

motion, and the resulting trajectory components can be added to give an
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updated location for the next integration step. Whenever the vertical dimen-

sion is included, the problem of determining oil’s horizontal motion is more

complicated. The vertical position of oil must first be determined to be able

to sample the correct horizontal velocity, additionally, the velocity u driving

horizontal motion will now need to be accurate at different vertical levels.

For this chapter’s discussion, horizontal transport will be defined as the

motion of oil at a constant depth, whether at the surface or deeper down

within the water column. Horizontal motion in this chapter also means

motion along surfaces of constant density (lateral motion in oceanographic

terminology) as long as it does not involve abrupt vertical displacements, for

example, where constant density surfaces rise to intersect the ocean surface.

Some comments will be made regarding horizontal transport of oil at density

fronts in Section 3.4.3. Ocean currents are driven by a variety of physical

processes that, for oil-spill modeling, can be conveniently classified by their

vertical location within the water column. The range of physical processes

driving motion can then be narrowed down according to the vertical location

of oil.

3.3 Overview of oil transport in the ocean

In practice, transport of oil in the ocean is successfully simulated as the

movement of parcels moving with the velocity u of ocean currents, as in

Eq. (3.4), this is demonstrated, for example, in Jones et al. (2016). Near the

surface, additional movement induced by wind and waves may help drive

motion. In general, the vertical location of oil is consequential because the

effect of wind and wave changes abruptly in the upper meters of the ocean,

as will be discussed in Section 3.4, and because ocean currents also tend to

change with depth.

Over the last several decades, we have come to understand the ocean as a

turbulent fluid in perpetual motion, rich in temporal variability. There are

different types of turbulence in the ocean and a vast variety of instabilities—

processes that can trigger oscillations with speeds considerably larger than

the mean flow. Some of these oscillations (e.g., eddies) often result in hyper-

bolic points in the velocity field. Intuitively, hyperbolic points in the

Eulerian velocity field suggest that initially close trajectories are likely to

undergo exponential separation. While this basic intuitive idea turns out to

be correct, the relation between the velocity at each point and the trajectories

traversing this time-dependent velocity is not as intuitive, requiring a careful

mathematical treatment to uncover, as discussed in Section 3.5.

As an example to illustrate chaotic behavior, we use Hybrid Coordinate

Ocean Model-Gulf of Mexico (HyCOM-GoM), an ocean model that is likely

to be used by oil-spill modelers in the Gulf of Mexico, to advect two groups

of four trajectories initiated less than 5 km apart. Within each group, four

trajectories are initiated within 300�500 m of each other. The two groups of
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trajectories undergo exponential separation as they move with realistic ocean

currents, ending 200 km apart after 5 days (Fig. 3.1). These trajectories are

initiated close to the Taylor Energy well that continued for many years to

spill oil from the seafloor starting in 2004 (Sun et al., 2018), representing a

realistic example of the uncertainty that an oil-spill modeler might face.

Among the group of four trajectories initiated to the southeast of Taylor

well, one trajectory separates 100 km from the other three trajectories,

despite being initially 300�500 m away, further showing the chaotic nature

of trajectories in the ocean. This example shows that for a time-dependent

flow, the interaction of trajectories with a hyperbolic point in the velocity is

complex.

Exponential separation of initially close trajectories (i.e., a sign of chaotic

behavior) is an important part of why predicting trajectories in the ocean is

difficult. Small errors in the velocity field or in the location at which trajec-

tories are initiated are likely to result in large errors over short periods of

hours to days. This is a problem inherent to ocean currents, it cannot be cor-

rected with higher-order integration when computing trajectories. We return

to this type of problem in Section 3.5.

FIGURE 3.1 Sea-surface velocity (black vectors) near the Mississippi delta in the Gulf of

Mexico from a Hybrid Coordinate Ocean Model-Gulf of Mexico operational simulation on

March 14, 2016. Four trajectories (orange) are released at noon March 9, 2016, just southwest of

Taylor well (red circle). Another four trajectories (blue) are released just southeast of Taylor

well at the same time. A hyperbolic behavior separates initially close (,5 km) blue and orange

trajectories more than 200 km over 5 days, some moving northeast, some moving southwest.

The blue trajectories were initially 300�500 m apart, yet three remain close (,5 km), and one

separates about 100 km.
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A different type of problem occurs when a trajectory is deficient because

the velocity is not representative of all the processes driving motion. In this

case, it is sometimes possible to parameterize missing physics to complement

the velocity. Oil does not necessarily remain at the sea surface. The depth at

which oil is located is particularly important when parameterizing missing

physics, as driving mechanisms change drastically even within tens of centi-

meters in the upper ocean, as discussed in Section 3.4.

3.3.1 Sources of velocity for oil-spill modeling

In this section, we provide an overview of some common sources of ocean

current data for oil spill modeling. Two products are from remotely sensed

measurements and are therefore limited to producing a sea-surface velocity

up to the current time. Ocean models produce ocean currents from numerical

simulations and can provide a forecast into the future, as well as a complete

velocity field, both horizontally and vertically throughout the water column.

3.3.1.1 Numerical ocean models

The equations governing geophysical fluid dynamics—fluid dynamics on a

rotating sphere—can be discretized and solved numerically. The equations

themselves are very complicated, and their numerical solution is further com-

plicated because motion at different spatial scales, from thousands of kilo-

meters to centimeters, interact with each other in fundamental ways, yet

computers are not powerful enough to simulate all such scales. Also, simula-

tions are necessarily initiated from imperfect initial and boundary conditions,

and geophysical flows tend to be chaotic. Notwithstanding, ocean models are

surprisingly accurate in portraying a variety of physical processes in the

ocean and are often used as the source for the velocity u needed to solve

Eq. (3.4).

When using an ocean model, the vertical resolution should be a concern

even when simulating oil transport exclusively at the sea surface. This is

because the model’s output for a surface velocity will be in reality a repre-

sentation of the vertically sheared currents over the height of the top grid

cell of the model, not a representation of the velocity at the very surface.

The model output that is closest to the surface is a depth-averaged value,

where averaging takes place over the thickness of the model’s upper vertical

level. Naturally, coarse resolutions result in greater smoothing and therefore,

a less realistic representation of the surface velocity. In addition, even if a

model uses a reactively thin surface layer, it usually does not include

smaller-scale processes at the surface, notably wind waves.

Producing accurate velocity products with models is also complicated

because hyperbolic trajectories are often linked to ocean instabilities that are

not completely understood and are difficult to accurately simulate. For
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example, ocean eddies can have a profound effect on Lagrangian transport,

and a numerical simulation may develop an eddy that does not exist in the

ocean. Even if a model accurately simulates an eddy, small displacements in

the eddy location relative to the correct position of the eddy in the ocean can

result in large trajectory errors. Thus, ocean models often do not represent

the oceanic structures that are most influential on trajectories with enough

accuracy. This is true even when the numerical model assimilates a variety

of ocean measurements in an attempt to replicate the real ocean.

Observations used by data-assimilating models include satellite products

such as sea-surface height (SSH), temperature, and salinity and in situ obser-

vations from oceanographic buoys, drifters, gliders, and other autonomous

platforms. A recent overview of progress and challenges in ocean modeling

can be found in Fox-Kemper et al. (2019).

3.3.1.2 High-frequency radars

High-frequency (HF) radars can measure sea-surface currents remotely

near the coastline (,200 km) with resolutions typically 500 m to 6 km, and

up to hourly in time. Velocity from HF radar is an exponentially weighted

vertical average, with a decay scale that is proportional to the wavelength

of the radar signal (e.g., Röhrs, Sperrevik, Christensen, Broström, &

Breivik, 2015). Due to the resolution, which is unable to determine small-

scale structures, and processing errors, trajectories from drifters designed to

sample similar ocean currents as those measured by HF radar, differ from

trajectories computed from HF radar velocity. Carefully calibrated radars at

resolutions higher than about 1.5 km and 3 hours can replicate drifter tra-

jectories with a separation rate of about a few kilometers over a day

(Kirincich, De Paolo, & Terrill, 2012; Rypina, Kirincich, Limeburner, &

Udovydchenkov, 2014). However, the quality of HF radar processing and

HF radar resolution varies. Improving HF radar velocity products to better

represent coastal currents is an ongoing endeavor (e.g., Kirincich, Emery,

Washburn, & Flament, 2019). Other limitations include accuracy that var-

ies with position relative to the antennae and gaps between stations and

very near the coastline.

HF radars are an important part of operational models that assimilate the

surface velocity to minimize the model’s error. HF radar can measure currents

near the coast, making them an excellent complement to altimetry that can

only produce a geostrophic velocity (Section 3.3.1.3) further from the coast.

There are methods to improve HF radar data for Lagrangian purposes.

For example, to produce trajectories from HF radar that are closer to drifter

trajectories, the Eulerian velocity may be corrected using trajectory data

(e.g., Berta et al., 2014). A downside of this approach is that it requires

deploying drifters and allowing them to drift for some time before the cor-

rections can be applied.
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HF radar is increasingly available in the United States and around the

world (Roarty et al., 2019); a review on HF radar can be found in Paduan

and Washburn (2013).

3.3.1.3 Velocity products from satellites

Satellites with altimeters are able to measure SSH with enough accuracy that

a geostrophic velocity proportional to the SSH gradient can be computed:

ug x; y; tð Þ52
g

f

@η x; y; tð Þ
@y

ð3:5Þ

vg x; y; tð Þ51
g

f

@η x; y; tð Þ
@x

ð3:6Þ

where ug; vg
� �

are respectively the east and north components of the geo-

strophic surface velocity, η is the SSH, g is the acceleration of gravity and

f 5 2Ωsinθ is the Coriolis parameter, Ω5 7:293 1025s21 is the rotation of

the Earth, and θ is the latitude.

Velocity from altimetry has been shown to give good results for

Lagrangian transport applications and may give superior results than numeri-

cal models that assimilate the same altimetry data. We cite a few studies as

examples where using altimetric velocity for Lagrangian transport applica-

tions has been shown to be a good choice.

Ohlmann, Niiler, Fox, and Leben (2001) compare surface velocity from

drifters and altimetry and find very good agreement in the Gulf of Mexico

deeper than the 2000 m isobath and good agreement between the 200 and

2000 m isobaths. They find that these correlations depend on the length scale

over which the differentiation in Eqs. (3.5) and (3.6) is computed, with best

results at @x; @yB125 km. A combined observational and modeling study in

northern Norway found that the accuracy of trajectories calculated from sat-

ellite products was comparable to ocean model data, and in some cases better

(Dagestad & Röhrs, 2019); the superior results they report from a free-

running model are not surprising in coastal areas where geophysical flows

are more predictable (e.g., Kim, Samelson, & Snyder, 2011) and altimetry

measurements are less reliable.

Sudre, Maes, and Garçon (2013) show that globally the velocity from

ARGO floats correlates well with the velocity they produce mainly from

altimetry, except near the Equator for the meridional component. They also

show excellent correlations between their altimetry-based velocity and the

velocity from drifters in the Indian Ocean. Sudre et al. (2013) also show that

their velocity product is capable of explaining Lagrangian transport visual-

ized through satellite-sensed chlorophyll during an iron-release fertilization

experiment. Olascoaga et al. (2013) show a very good correspondence

between altimetric hyperbolic Lagrangian Coherent Structures (LCS) and
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satellite-observed transport (chlorophyll). Jacobs et al. (2014) then compare

this transport to LCS from operational ocean models Navy Coastal Ocean

Model (NCOM) and HyCOM. They find that altimetry gives accurate trans-

port patterns, while the two models show a fictitious transport barrier that is

crossed by offshore chlorophyll advection (see their Figs. 3.1 and 3.2); they

propose a modification to the data assimilation scheme as a correction.

NCOM and HyCOM are the former and current models used by the US

Navy for their Global Ocean Forecast System that assimilates a variety of

observations through the Navy Coupled Ocean Data Assimilation (NCODA)

system. The results of Olascoaga et al. (2013) and Jacobs et al. (2014) are

for July 2012, here we will analyze a similar transport pattern during the

FIGURE 3.2 Trajectory (orange, red circles mark locations at hourly intervals) initiated at the

time and location of the Point Wells 2003 spill in the Salish sea (white star) forced only with

6% of the wind measured by the NOAA wind station (white circle with black cross near bot-

tom). Locations and times where oil was observed are marked with white squares and text.
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Deepwater Horizon accident in May 2010 in Section 3.5.2. Liu, Weisberg,

Vignudelli, and Mitchum (2014) found that different altimetry velocity pro-

ducts perform similarly and that trajectories simulated from altimetry per-

form better than from data-assimilative models. Berta et al. (2015) compare

satellite-tracked drifters to synthetic trajectories from altimetry finding “sat-

isfactory average results”; they also show how blending drifter data into the

altimetric velocity considerably improves trajectory hindcasts and restores

missing physics that cannot be explained by Ekman superposition. Beron-

Vera, Wang, Olascoaga, Goni, and Haller (2013) and Beron-Vera,

Olascoaga, Wang, Triñanes, and Pérez-Brunius (2018) show the relevance of

Lagrangian coherence associated with eddies detected objectively from

altimetry. Essink, Hormann, Centurioni, and Mahadevan (2019) found that

trajectories advected with altimetry do well in replicating the main transport

patterns observed with drifters, and even though they find that a variety of

statistics from altimetry trajectories do not closely resemble those from

observed trajectories, we note that the concern for oil-spill modelers is iden-

tifying prevailing oil movement. Another limitation of satellite-derived pro-

ducts is the low frequency of satellite passes over a given region—a synoptic

view cannot be instantly obtained.

Work toward remotely sensed velocity products of higher resolution is

currently underway (e.g., Chelton et al., 2019).

3.4 Transport in the upper layer of the ocean

One of the challenges oil-spill modelers face is that some of the physical

processes driving oil’s motion near the ocean surface may not be represented

in available velocity products. In this section, we discuss how motion in the

upper layer of the ocean may be strongly influenced by wind drift (windage)

and Stokes drift from waves. As we will see, motion in the upper centimeter

of the ocean can be significantly different than in the upper meter. Velocity

from HF radar and ocean models do not typically include Stokes drift or

windage. See Röhrs et al. (2015) for a discussion on Stokes drift in HF radar

ocean currents. Velocity from altimetry does not include Stokes drift, wind-

age, or Ekman transport, although the latter is sometimes added from addi-

tional satellite measurements. Because it is difficult to obtain a velocity that

is representative of the upper centimeter, it may be necessary to parameterize

certain types of physics if the trajectories of interest are in the order 1 cm

upper layer of the ocean (or smaller: a typical oil “slick” may be on the order

of microns thick). We emphasize that near the ocean’s surface, the vertical

location of oil makes a big difference; even when oil has a surface expres-

sion, large amounts of oil may circulate beneath the upper centimeter. The

vertical location of oil may be determined by oil’s density (it can be heavier

than water) or due to a dynamic balance between entrainment, vertical mix-

ing, and rise due to buoyancy (Nordam et al., 2021).
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Only recently have adequate observations resulted in insight into the

movement within the upper layer of the ocean. It is therefore timely to

review how this information is relevant for oil spill modelers, as it suggests

possibilities that were not typically considered in the past. We include the

Point Wells spill in the Salish Sea as a recent example where this type of

physics was used to explain the oil’s trajectory after remaining a mystery

since 2003. Cross-shelf transport is crucial for oil-spill modeling because it

is needed for oil to beach, and beaching is one of the more consequential

events during oil spills. A large fraction of ocean currents is in approximate

geostrophic balance, strongly constraining flow in its ability to cross isobaths

(Brink, 2016). Consequently, Lagrangian transport near the coast tends to

move parallel to the coastline (more precisely along geostrophic contours)

and is limited in its ability to move perpendicular to the coast (LaCasce,

2008). The processes capable of causing cross-shelf transport are eddying

activity, ageostrophic processes such as Ekman transport, Stokes drift, and

windage. We also present recent evidence that windage and Stokes drift are

important because they are effective in driving large-scale beaching.

3.4.1 Windage

For some time now, it has been noted that as the wind increased in magni-

tude, the effect it had on motion near the sea surface increased. Recently,

Lodise, Özgökmen, Griffa, and Berta (2019) used data from one of the larg-

est Lagrangian experiments to date to show that undrogued drifters sampling

the upper 5 cm of the ocean move with a velocity that is 3.4%�6.0% of the

wind under strong wind (12�20 m/s) conditions, with a deflection to the

right of wind direction increasing from 5 to 55 degrees, as wind increased

from 12 to 20 m/s. For drogued drifters sampling the upper 60 cm of the

ocean, the angle of deflection increased with increasing wind (12�20 m/s)

from 30 to 85 degrees, and windage ranged between 2.3% and 4.1% of wind

speed. In those experiments, an additional velocity component from Stokes

drift was found to be about 1.2%�1.6% of the wind for undrogued drifters

and about 0.5%�1.2% of the wind for drogued drifters, with a deflection to

the left from wind’s direction of about 5 degrees. Overall, windage and

Stokes drift accounted for about 70% of the total velocity of drogued drifters,

and about 80% of the velocity of undrogued drifters. Laxague et al. (2018)

use a variety of instruments including different drifters to measure currents

in the upper meters of the ocean with an emphasis on the upper centimeters.

They find that the velocity in the upper centimeter, about 60 cm/s, is twice

the velocity averaged over the upper meter, and four times the velocity aver-

aged over the upper 10 m. Röhrs and Christensen (2015) use two types of

drifters: an undrogued drifter to sample the surface layer and a drogued

drifter to sample the upper 70 cm. They find that the upper layer is influ-

enced by wind, while subsurface motion has a stronger link to ocean
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dynamics, the result being that the surface response to wind forcing is dis-

tinct from the response 70 cm below. Androulidakis et al. (2018) also show

examples of how drogued drifters have significantly different trajectories

than undrogued drifters, with the latter heavily influenced by wind.

Often the direction of motion induced by wind is not the same as the

wind direction. However, the angle of deflection can vary with several fac-

tors including the ocean’s stratification, the buoyancy of the particle, lati-

tude, and the magnitude of the wind, making it difficult to predict the

direction of windage. Another complication with oil spills is that the windage

of the oil changes over time as the oil weathers and is transformed. Similar

to the strategy where the eddy diffusion coefficient is adjusted to match the

observed spread of oil, it might be necessary to use observations when possi-

ble, to adjust the windage coefficient and the angle of deflection to match

the observed motion. Some discussion on the diverse range of deflection

angles that have been measured at sea can be found in Duran (2016) and

windage for different objects can be found in Breivik, Allen, Maisondieu,

and Roth (2011) and Maximenko, Hafner, Kamachi, and MacFadyen (2018).

3.4.1.1 The Point Wells oil spill

On midnight of December 30, 2003, almost 5000 gallons (about 110 barrels)

of fuel spilled into the Puget Sound after a tank barge accidentally over-

topped near Richmond Beach in Shoreline, Washington. Helicopter over-

flights early in the morning observed that the surface expression of the spill

drifted south, yet oil-spill models forecasted northward movement. The tem-

poral and spatial extent of the spill was small enough (about a day and a

15 km trajectory) for overflights to suffice supporting response efforts.

However, the reason why typical oil-spill model forcing, such as ocean cur-

rents and 1%�3% of the wind, could not explain the surface-oil trajectory

remained a mystery. This was particularly puzzling in an enclosed sea where

predictable tides are an important component of the circulation.

Published work where windage reaches 6% of the wind is unusual in the

oil spill modeling community, although not unprecedented. In Duran,

Romeo, et al. (2018), it was conjectured that oil’s motion during the Point

Wells oil spill was driven by a combination of 6% of the wind with a 9-

degree deflection to the right of wind’s direction and ocean currents. This

hypothesis explained the trajectory of the spill that had previously been a

mystery, although the use of such a high windage coefficient was unusual. It

was not until a year later that measurements of motion in a fine upper layer

of the ocean were published by Lodise et al. (2019), documenting motion

dominated by windage at 6% of the wind speed.

Hindcasts of the Point Wells spill advecting oil only with wind from a

meteorological station in the vicinity of the spill were suggestive for two rea-

sons: (1) excellent agreement with the observed trajectory in the first 6 hours
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and (2) it forced oil toward the south, an observed-trajectory feature that had

been difficult to emulate with ocean currents and typical windage (Fig. 3.2).

When 6% of the wind from a meteorological station and ocean currents from

an ocean model that replicated tides with high skill were combined to force

the trajectory computation, the resulting trajectory matched the correct loca-

tions at the correct times throughout the spill, finally beaching at the correct

location in the afternoon of December 30, 2003. A full account of the numer-

ical experiments can be found in Duran, Romeo, et al. (2018).

3.4.2 Stokes drift

Stokes drift is a net drift in the direction of wave propagation caused by the

asymmetrical orbital motion of particles near the surface induced by passing

waves. Some authors convey the idea that Stokes drift is canceled in the

mean due to the Coriolis effect. However, there is a large body of evidence

suggesting that cancellation in the near-surface is negligible in the presence

of turbulence induced by wind stress, which is the typical condition in the

ocean (e.g., Clarke & Van Gorder, 2018). Stoke’s drift was an important

driver of oil during the Deepwater Horizon: it was responsible for the

observed beaching patterns and it is believed to have avoided oil being

entrained by the Loop Current (Carratelli, Dentale, & Reale, 2011; Le

Hénaff et al., 2012; Weisberg, Lianyuan, & Liu, 2017). This is consistent

with other studies reporting that Stokes drift can exceed the Eulerian mean

in the cross-shelf direction (e.g., Monismith & Fong, 2004).

Stokes drift is mainly driven by high-frequency waves, that is, waves

forced by local wind rather than remote swell (Clarke & Van Gorder, 2018;

D’Asaro, 2014). Using many years of hourly concurrent wind and directional

wave spectra from buoys in the Gulf of Mexico and the Pacific, Clarke and

Van Gorder (2018) derived a simple formula with which Stokes drift can be

parameterized directly from local wind, with good accuracy (within about

1 cm/s from the average Stokes drift) for common wind speeds (between

1 and 50 m/s):

uStokes 5 4:4u� ln 0:0074U10=u�
� � ð3:7Þ

where uStokes is the magnitude of Stokes drift, U10 is the wind speed 10 m

above sea level and u� 5
ffiffiffiffiffiffiffiffiffiffi
τ=ρ0

p
is the frictional velocity, the square root of

wind-stress magnitude divided by a reference seawater density. The direction

of Stokes drift is given by the unit vector in the direction of the wind. This

is good news because local wind data is often available, whether from mete-

orological stations or operational models. Further good news is that this

result holds even in the presence of swell.

Both Clarke and Van Gorder (2018) and Onink, Wichmann,

Delandmeter, and van Sebille (2019) note that an additional contribution to

transport at the surface, also in the direction of the wind, may be necessary
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due to wave breaking. It is also possible that swell may induce surface trans-

port near the coastline, as waves become increasingly nonlinear due to inter-

actions with the bottom. Deeper down within the water column, Stokes drift

from internal waves at the pycnocline has also been observed to be an effec-

tive driver of oil transport (Shanks, 1987).

3.4.3 Horizontal organization induced by vertical motion

How tracers respond in the upper ocean when they sample velocity structures

with influential vertical motion along their path is an active topic of research.

It is receiving considerable attention as new observational tools and experi-

ments allow measuring smaller-scale processes, while higher numerical-

model resolutions become accessible. Considerable progress was made when

such technological advances coincided with funding that became available

following the Deepwater Horizon accident.

Identification of submesoscale structures, such as fronts and Langmuir

cells, can be important because actionable countermeasures while responding

to an oil spill require oil to reach a certain thickness. Intense convergence of

oil along water-mass boundaries may, therefore, create an ideal location for

mitigation strategies when conditions are right (Gula, Molemaker, &

McWilliams, 2014). It has often been observed during oil spills that oil col-

lects in windrows formed by Langmuir circulation as well as at convergences

associated with fresh water at river mouths. Water-mass subduction forecast-

ing and detection are therefore suggested as an aid to identifying regions of

thick oil. It should also be cautioned that using divergence as a diagnostic to

identify regions of accumulation can lead to false positives and negatives

(Serra et al., 2020). Clustering may happen in a region of positive Eulerian

velocity divergence; we present an example in Section 3.5.1. Another poten-

tial caveat is the effect of strong wind acting directly on buoyant oil. The

experiment in Romero et al. (2019) suggests that wind order 10 m/s does not

impede strong vertical motion at fronts, although the tracer in their experi-

ment was neutrally buoyant, so may not reflect the behavior of a positively

buoyant tracer such as oil.

Types of vertical motion that are known to affect the horizontal distribu-

tion of oil are related to ocean fronts, filaments, and Langmuir circulation.

When two water masses meet, a front is formed along the boundary between

the two. Whether one water type sinks under the other because it is heavier,

or because of cabbeling, fronts in the ocean tend to be accompanied by water

subduction. A vertical circulation due to similar reasons also forms along the

boundaries of filaments (McWilliams, 2017). Thus, a downward vertical

velocity is induced at the boundaries of water masses, which implies conver-

gence in the horizontal plane. Frontal regions are characterized by relative

vorticity and negative divergence that can be several times greater than plan-

etary vorticity. This can have a profound local effect on transport, collapsing
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floating material to essentially a point. An example of drifters originally span-

ning a width of about 10 km, collapsing to 60 m, can be found in D’Asaro et al.

(2018). A comparison between two- and three-dimensional circulation at a scale

of about 100 m, illustrating the distribution of a neutrally buoyant tracer due to

vertical motion, can be found in Romero et al. (2019), showing the tracer sink-

ing relatively rapidly. If the tracer were buoyant, as often is oil, an agglomera-

tion of tracer could be expected at the surface. Androulidakis et al. (2018) found

that the front-induced circulation dominated the trajectories of undrogued

drifters, even under considerable wind, although wind may modulate their

speed along the front. Wind is also one of the factors determining the location

of the front. Fronts are also of interest because they may serve as horizontal

transport barriers (Androulidakis et al., 2018).

Langmuir circulation in its most basic form results from the interaction

of Stokes drift induced by surface waves, and the vertical shear induced by

the turbulent transfer of momentum from wind to the upper ocean (Sullivan,

Romero, Mcwilliams, & Kendall Melville, 2012; Thorpe, 2004). The book

by Bühler (2014) describes how a mean flow is induced by an instability

(Craik-Leibovich instability), a mechanism that turns out to be robust and

therefore explains why Langmuir cells are ubiquitous in the ocean. As with

the circulation associated with fronts, Langmuir circulation also has an

important vertical component, that likewise concentrates oil into bands

within minutes to hours, typically at scales of meters, to hundreds of meters

(Chang et al., 2019; D’Asaro, 2000; Simecek-Beatty & Lehr, 2017).

Convergence due to frontal circulation may dominate convergence due to

Langmuir circulation (Romero et al., 2019). Changes in the vertical location

of oil droplets (e.g., McWilliams & Sullivan, 2000) induced by Langmuir

circulation enhances the dispersion of oil by subjecting droplets to different

ocean currents, as determined by vertical shear (Thorpe, 2004). Also, at least

sometimes, Langmuir circulation may be a more important part of ocean

dynamics than previously thought (D’Asaro, 2014). For example, the newest

ocean climate models—designed to study climate change—now parameterize

the effect of Langmuir mixing at the ocean’s surface. Evidence that

Langmuir circulation may induce a large-scale coastal circulation can be

found in Kukulka, Plueddemann, and Sullivan (2012).

In the larger picture, the spatial scales of intense subduction structures

(hundreds of meters to a few kilometers) imply that they are likely to be

embedded within larger (. 50�100 km) mesoscale structures that advect the

smaller structures and therefore determine their location (Androulidakis

et al., 2018; D’Asaro et al., 2018; Jacobs et al., 2014; McWilliams,

2019). This suggests that the horizontal motion might still be dominated by

larger-scale features, although the local organization might be strongly influ-

enced by the smaller scales. However, separating the length scales of ocean-

ographic processes driving motion is not a trivial endeavor (e.g., Beron-Vera

& LaCasce, 2016; Essink et al., 2019).
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Because regions of subduction (fronts, filaments, and Langmuir cells) are

ubiquitous in the ocean, it is suggested that effective oil-spill planning and

response should study how to incorporate the associated material clustering in

near real time. Satellite and other remotely sensed data, such as sea-surface

temperature sensed by an airplane or an UAV (Unmanned Aerial Vehicle, or

drone), may be accurate and relatively inexpensive means of identifying

regions of subduction during response operations, complementing the infor-

mation available from HF radar and numerical ocean models. Sea-surface

velocity measured from shipboard X-Band radar seems to be a promising

way to identify the strength of the velocity divergence (e.g., Lund et al.,

2018), although the reach of radar measurements shown in studies so far (less

than 10 km) may be small for an appropriate sampling of the more relevant

Lagrangian quantity of along-path divergence. Further research will be

needed to understand the interaction between confluence unrelated to diver-

gence, wind, and buoyant material accumulation related to vertical motion.

3.5 Modern Lagrangian tools

The regions where the separation of initially close trajectories and the attrac-

tion of initially separate trajectories occur are regions of special interest

when studying horizontal motion. It is these regions that have an exceptional

influence on the movement of nearby parcels and thereby play a leading role

in organizing the flow into identifiable and predictable patterns. In a two-

dimensional flow, these regions are hyperbolic lines, and in a three-

dimensional flow, they are surfaces. A rigorous approach to detecting these

regions has been developed by identifying regions with maximal normal

attraction, typically referred to as hyperbolic LCS (Farazmand & Haller,

2012; Haller, 2015).

LCS theory builds on the concept of a flow map, a function that maps

every initial t5 t0ð Þ position within a domain of interest x0AU, to its current

t5 t1ð Þ position x t1ð Þ; that is, Ft1
t0
x0ð Þ:5 x t1:x0; t0ð Þ. The Jacobian of the flow

map DFt1
t0
is given by

DFt1
t0
x0ð Þ5

@x

@x0

@x

@y0

@y

@x0

@y

@y0

0
BBB@

1
CCCA: ð3:8Þ

Informally, the Jacobian of the flow map (3.8) can be used to map trajec-

tory perturbations from one time to another, and this linear approximation

can then be used to optimize quantities of interest. For example, normal

attraction of nearby fluid parcels along a trajectory over a time interval can

be maximized with respect to perturbations of the initial-time normal vector.

This is the strategy used to find hyperbolic LCS, trajectories characterized
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by maximal normal attraction, or repulsion. Working out the math for this

optimization problem—a formal account of which can be found in Haller

(2015) and references therein—the Cauchy�Green (CG) strain tensor arises

naturally. The CG tensor is defined as

Ct1
t0
x0ð Þ:5 DFt1

t0
x0ð Þ

h iT
DFt1

t0
x0ð Þ: ð3:9Þ

In particular, the eigenvalues 0,λ1 x0ð Þ,λ2 x0ð Þ and normalized eigen-

vectors ξ̂1 x0ð Þ\ξ̂2 x0ð Þ of (3.9) are used to set up ordinary differential equa-

tions from which hyperbolic, elliptic, and parabolic LCS can be found

(Haller, 2015). Thus, the CG tensor is central in LCS theory. Note that to

obtain the CG tensor, one must integrate the velocity; we return to the CG

tensor in Section 3.5.1.

The mathematical formality behind LCS has proven a versatile approach to

understanding Lagrangian motion. Hyperbolic LCS will accurately identify

how fluid will deform (i.e., along attracting hyperbolic LCS), anticipating the

more influential transport patterns. However, the final results ultimately depend

on the accuracy of the velocity field, which is what induces Lagrangian trans-

port in the first place. If a velocity field is relatively accurate while having

localized errors, trajectories traversing the time and location of errors in the

velocity are likely to give wrong results relative to observed trajectories. LCS

will be negatively affected by those velocity errors as well, correctly identify-

ing transport induced by the velocity, yet remaining incorrect relative to

observed transport. The computation of trajectories propagates localized veloc-

ity errors, often resulting in trajectories that are incorrect relative to observa-

tions when hindcasting or forecasting the transport of oil. The need to integrate

the velocity field limits the suitability of observational velocity data sets and of

ocean models that assimilate such data, for Lagrangian transport purposes.

Velocity products in our time can be relatively accurate thanks to accurate

measurements over wide areas, with satellite altimetry being particularly rele-

vant because of good global coverage and because it captures what is often an

important part of the velocity at the sea surface (Section 3.3.1.3). However,

the coarse temporal and spatial resolution of altimetry means that the resulting

velocity will almost certainly have deficiencies. Ocean models assimilating

data inherit these deficiencies and have shortcomings of their own. Given the

chaotic sensitivity of trajectories, it has therefore been a natural development

to try to bypass the sensitivity resulting from localized velocity errors.

Another complication with hyperbolic LCS from an applied point of view is

that there is a timescale T involved in the computation. When computing (3.8),

a choice must be made for the initial time t0 and the final time t1 5 t0 1 T . The

choice for T and sometimes even the choice for t0 are often not clear a priori,

forcing subjective choices. Since LCS are material lines moving with turbulent

flow, these choices can result in big differences. In Section 3.5.1, we describe a

way to bypass sensitivity to the velocity field and the need to choose T .
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3.5.1 Eulerian Coherent Structures

The fundamental equation translating from the Eulerian and Lagrangian

characterizations of fluid flow is (3.4), an equivalence between the velocity

of a parcel traversing a trajectory x tð Þ, and the Eulerian velocity u, at the par-

cel’s time and location. Based on this instantaneous correspondence between

Lagrangian and Eulerian descriptions of fluid flow, it is natural to search for

an Eulerian counterpart to the CG tensor, seeking to describe fluid deforma-

tion near the instantaneous limit. As mentioned in Section 3.5, the CG tensor

is central to finding hyperbolic LCS, trajectories that maximize normal

attraction, thereby maximizing the influence on nearby water parcels and

thus organizing flow. Serra and Haller (2016) developed OECS, including

attracting hyperbolic OECS, they showed that the Taylor expansion of the

CG tensor with respect to time is given in terms of the strain-rate tensor S:

Ct1
t0
x0ð Þ5 I1 2S x0; t0ð Þ t1 2 t0ð Þ1O t12t0j j2� �

:

This means that for time close enough to t0, Lagrangian deformation is

approximated by the Eulerian strain-rate tensor, the ijth entry of which is

given by 1
2
@ui=@uj 1 @uj=@xi
� �

. The strain-rate tensor has eigenvalues s1; s2
with corresponding eigenvectors e1 and e2. Attracting hyperbolic OECS are

tangent to e2, their cores given by minima in the eigenvalue s1, which is the

rate of change of the length of the normal eigenvector e1 due to the deforma-

tion induced by the flow; equivalently, s1 is the strength of attraction normal

to e2. Negative values of s1 mean that there is attraction normal to e2, the
more negative the stronger the attraction. Thus, Serra and Haller (2016)

extended the theory of LCS from finite time to their instantaneous limit in

terms of an Eulerian quantity, where there is no longer a need to integrate

the velocity field, bypassing the attendant sensitivity.

The strain-rate tensor is objective; that is, the results from computing

Eulerian Coherent Structures are frame invariant (Haller, 2015; Serra &

Haller, 2016). This means that changes of reference frames characterized by

time-dependent rotations and translations will not affect the results. This is

important because nonobjective methods might give different results under

coordinate transformations; for example, Eulerian velocity hyperbolic points

are not Galilean invariant (Serra & Haller, 2016).

Serra et al. (2020) use attracting hyperbolic OECS, which they call

TRAPs (TRansient Attracting Profiles), to demonstrate that, in a series of

experiments with satellite-tracked drifters and Search & Rescue Training

Manikins, TRAPs organize flow and perform better than trajectory computa-

tions in predicting drifter locations. They use a carefully calibrated HF radar

velocity and a data-assimilating model similar to what the US Coast Guard

would use for search and rescue operations. Similar to hyperbolic LCS,

TRAPs are lines in a two-dimensional flow; they have a core that is where

normal attraction is maximal, with attraction strength decaying along the rest
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of the TRAP. We present an example of satellite-tracked drifters converging

to TRAPs computed from HF radar velocity in Martha’s Vineyard in

Massachusetts (Fig. 3.3). In this example, there is confluence of drifters at a

TRAP where the Eulerian horizontal velocity divergence is positive. A

description of these data, how TRAPs organize Lagrangian motion, and how

TRAPs can be used for search and rescue operations, can be found in Serra

et al. (2020). In Section 3.5.2, we present an example where TRAPs can pre-

dict the movement of oil at least 8 days in advance, while trajectories

diverge from the observed transport due to a likely erroneous hyperbolic

point in the velocity.

3.5.2 Revisiting the Deepwater Horizon with modern tools

The difficulty of simulating Lagrangian transport can be easily experienced

by trying to replicate observed trajectories. During the Deepwater Horizon,

at least six different ocean models were used in an attempt to forecast the

location of oil to provide critical information for response and planning (Liu,

FIGURE 3.3 TRansient Attracting Profile (TRAPs) (red lines) and their cores (red circles)

computed from high-frequency radar velocity off Martha’s Vineyard, MA, plotted over the

velocity divergence (color contours; day21) with satellite-tracked drifters (white dots) converging

to TRAPs. Black lines are streamlines. TRAP A is in a region of positive horizontal velocity

divergence. TRAPs remain invisible to divergence fields and streamlines.
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Weisberg, Hu, & Zheng, 2011). However, there was enough intermodel vari-

ability that ensemble averaging was recommended to produce a forecast that

was more likely to occur. Even then, forecasts were limited to 2 days due to

forecast error growth. We note that these were ideal conditions as often there

are not that many ocean models available for ensemble averaging.

Here we present a different method that seeks to bypass the sensitivity

that causes error growth, using TRAPs that are computed from instantaneous

snapshots of an Eulerian velocity. We show that an analysis combining

TRAPs and LCS is enough to (1) accurately forecast the observed movement

of oil at least 8 days in advance and (2) understand why the simulated

Lagrangian transport does not conform to observations. In this example, fore-

casts only depend on a previous-day single velocity snapshot, and the LCS

are computed from only past information to complement the information

obtained from TRAPs and pinpoint the source of error in the velocity field,

and its Lagrangian manifestation.

A variety of velocity products from altimetry are available, some of them

including an Ekman component. The product that we use here is a daily

velocity by GEKCO2 (Geostrophic and EKman Current Observatory; Sudre

et al., 2013), from satellite altimetry and wind. We confirm our results using

a daily instantaneous velocity from HyCOM Global at about 9 km resolution

in the Gulf of Mexico, the current US Navy Operational model (Burnett,

Harper, Preller, Jacobs, & LaCroix, 2014) that assimilates a variety of obser-

vations using the Navy Coupled Ocean Data Assimilation (NCODA) and

that is forced with the NAVy Global Environmental Model (NAVGEM).

Transport simulated with HyCOM Gulf of Mexico, which has a similar setup

as HyCOM Global but at a 4 km resolution, also produces similar simulated

transport as the other velocity products used in this experiment.

We analyze daily forecasts of the movement of oil during the Deepwater

Horizon accident by comparing TRAPs to the observed outline of oil and the

advection of oil obtained by integrating the velocity field, that is, computing

trajectories between May 11 and 17, 2010, that are initiated at the location

of oil observed on May 10, 2010. TRAPs are computed from snapshots of

the velocity on previous days, thus providing forecasts within this hindcast

exercise.

The forecast on May 10 shows a weak TRAP (near 28.2N, 88.3W) sug-

gesting slight oil movement toward the southwest, coinciding with the out-

line of oil observed on May 11, and with trajectories computed between May

10 and 11, although the simulated oil and the TRAP are slightly offset from

the observed oil (Fig. 3.4). The strength of attraction of the TRAP is low

(about 0.3 day21), accurately forecasting slight oil movement. The only other

TRAP core in contact with the observed oil (near 29.2N, 88W) is the core of

a TRAP almost entirely contained within the observed oil on May 11 and,

therefore, it cannot be expected to cause a significant rearrangement of oil

outside of the observed oil outline. TRAPs in the southeast section of
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Fig. 3.4 have higher strengths of attraction of about 1 day21 but are still rela-

tively far from the oil.

By May 13, oil trajectories continued along the path toward the south-

west, the weak TRAP computed from the May 12 velocity accurately fore-

casting that path (Fig. 3.5). This will be the last day this weakly attracting

TRAP appears near 28.2N, 88.3W. The TRAPs with strongest attraction

computed with the May 10 velocity remain when TRAPs are computed with

the May 12 velocity (Figs. 3.4 and 3.5), these are the TRAPs in the southeast

of our domain, with attraction three to four times stronger than TRAPs

directly interacting with oil.

By May 15, observed oil has aligned with one of the strongest TRAPs,

the one that has remained near 27.4N and 87.25W since May 10.

Meanwhile, the simulated oil trajectory continues its original path toward the

southwest, by now clearly diverging from the observed path (Fig. 3.6). The

weak TRAP originally indicating the path toward the southwest (near 28.2N,

88.3W in Figs. 3.4 and 3.5) is no longer present in the May 14 velocity and

will not be seen again during the rest of our analysis.

By May 17, observed oil has deformed toward the south then east, while

the simulated oil trajectory has deformed toward the south then west, thus

the observed and simulated trajectories are heading in opposite directions

FIGURE 3.4 The blue line is the outline of oil as observed from satellites on May 10, 2010,

used as initial conditions for trajectory computations. In orange are the final positions (May 11)

of trajectories initiated within the blue outline on May 10, computed by integrating Geostrophic

and EKman Current Observatory (GEKCO2) velocity. The black line is the outline of oil as

observed on May 11, 2010. Black vectors are the velocity from GEKCO2 on May 10, and the

red lines are TRansient Attracting Profile (TRAP) computed with the velocity on May 10, TRAP

cores (colored circles) are colored according to attraction strength (day21; color scale on the

right).
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(Fig. 3.7). LCS illustrate a hyperbolic point near 28.4N and 87.7W where

transport splits, the western part heading toward the south then west (simu-

lated oil follows this LCS) and the eastern part moving south then east

(observed oil follows this LCS). Thus, LCS show that the simulated tracer

just barely missed the observed transport pattern that is accurately depicted

by the LCS on the eastern side of the hyperbolic point. Note there is a TRAP

above the LCS on the eastern side of the hyperbolic point near 28.4N and

87.7W, accurately selecting the altimetric LCS that agrees with the path of

observed oil transport. Further confirmation comes from the strong TRAP

FIGURE 3.5 Same as in Fig. 3.4 but on May 13, 2010.

FIGURE 3.6 Same as in Fig. 3.4 but on May 15, 2010.
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near 27.4N and 87.25W forecasting elongation of oil along the correct direc-

tion since at least May 10. This shows how TRAPs and LCS provide com-

plementary information, together explaining the discrepancy between

simulated and observed trajectories. With such a detailed Lagrangian charac-

terization of the available velocity, an oil-spill modeler can then identify

which patterns are most likely to occur and which patterns are likely spuri-

ous. In this example, a TRAP can predict the observed movement of oil at

least 8 days in advance, starting from the velocity snapshot on May 10,

2010, while the simulated trajectory for oil initiated from the observed oil on

May 10, 2010 is caught on the wrong side of a hyperbolic point and ends up

moving in the opposite direction relative to observed transport.

Although initially the velocity is correct in inducing transport toward the

southwest, the TRAP that accurately identifies southwest motion is weak and

it disappears after a few days (Figs. 3.4�3.6). The hyperbolic point causing

the divergence of simulated transport relative to observed transport (Fig. 3.7)

therefore seems to originate from a disparity in the velocity arising from

coarse temporal resolution and resulting in error accumulation during

Lagrangian integration. The problem may be related to the period between

passes of altimetry satellites being too long to capture changes in the ocean

velocity on timescales of a few days and the attendant influence on trajecto-

ries when integrating the velocity. Fortunately, velocity from altimetry accu-

rately captures the features that result in the main transport patterns; it is just

that velocity integration is not an adequate tool to extract this information.

The above results are from the GEKCO2 velocity; very similar results

are obtained using HyCOM Global (not shown). Simulated transport is also

FIGURE 3.7 Same as in Fig. 3.4 but on May 17, 2010; purple lines are attracting Lagrangian

Coherent Structures computed back in time between May 17 and May 10.
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very similar when using HyCOM GoM (not shown). The computation of

TRAPs for flows at high resolutions (about 4 km or less in the ocean) may

require filtering and is a topic of current research. Global GEKCO2 velocity

is available since 1993 to date minus 2 days.

3.6 Conclusion and outlook

Recent advances suggest that better results for oil-spill modelers are a reach-

able goal. In this chapter, we have shown examples of how a basic under-

standing of the physics driving motion in the sea and the use of novel

Lagrangian and Eulerian Coherent Structures techniques can result in

improved oil-spill modeling.

Recent progress in Coherent Structures techniques—computing attracting

structures that shape material transport from an Eulerian snapshot—is a

promising development for oil-spill modeling efforts. We have shown how

TRAPs (or attracting OECSs) can bypass errors in the velocity that produce

large errors in simulated trajectories. Olascoaga and Haller (2012) explored

similar ideas by searching for the most persistent Lagrangian hyperbolic

cores using 15-day integrations. Lagrangian integration over such a period

acts as a filter, removing short-term variability and focusing on finite-time

mesoscale features. Our results are consistent with theirs: a highly attractive

hyperbolic core persists for over a week, accurately anticipating prominent

fluid deformation. The advantages of TRAPs are that they do not require

velocity integration, they can be computed from a single velocity snapshot,

and they predict hyperbolic attraction cores whether persistent or ephemeral.

As described in Section 3.5.2, TRAPs were able to identify the correct

transport patterns, while LCS and simulated trajectories were influenced by a

deficient velocity. The erroneous simulated transport is initially correct as

evidenced by the observed movement of oil, aptly identified in the velocity

by a weak, ephemeral TRAP. However, as time advances, simulated trajecto-

ries become erroneous when integration causes velocity-error accumulation,

while a strong persistent TRAP marked the correct region of oil confluence

well in advance of observed deformation.

Higher resolution observations of sea-surface velocity and surface pro-

cesses are expected to advance our understanding, ultimately resulting in

improved velocity products. For example, high-resolution observations, theo-

retical modeling, and coupled ocean-atmosphere-wave numerical models can

be expected to improve our understanding of the ocean’s surface (Villas

Bôas et al., 2019). Improvements in observations and understanding should

translate to improved oil transport forecasts. As velocity products improve

by including more of the physics relevant to simulating oil’s movement, the

techniques highlighted here will become more relevant. A basic understand-

ing of ocean physics will continue to be needed to supplement velocity pro-

ducts lacking certain types of forcing, but also to understand new velocity
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products that will incorporate more types of physics than previously

available.

Despite improvements in velocity products, the sensitivity of trajectory

computations to small errors will likely continue to produce erroneous trajec-

tories. This suggests that the novel techniques that seek to bypass the sensi-

tivity inherent to trajectory computations are likely to become important

tools for the oil-spill modeler. Thus, as an effort that is parallel to improving

velocity products, progress in techniques bypassing the problems inherent to

the unstable nature of ocean currents can be expected. Examples include

OECS for instantaneous transport patterns, and climatological LCS for cli-

matological transport patterns. The latter is an empirical approach developed

in Duran, Beron-Vera, et al. (2018) where it was found that filtering the

velocity by computing a climatology is surprisingly accurate for identifying

recurrent Lagrangian transport patterns if the proper Lagrangian tools are

used. Among their results, the transport pattern studied in Section 3.5.2 turns

out to be recurrent, and therefore a pattern that is likely to be seen in May

through August of any given year. A climatological approach should not

replace forecasts, yet it does provide a valuable general understanding of per-

sistent transport barriers, trajectories, regions of persistent attraction, and per-

sistent isolation. Thus, Lagrangian climatologies in the sense of Duran,

Beron-Vera, et al. (2018) complement the interpretation of forecasts while

providing a broad understanding of Lagrangian motion in a region of inter-

est. The climatological approach suggests that progress can be made by

understanding the connection between the inherently time-dependent trajec-

tories of an instantaneous ocean velocity and a low-pass filtered climatologi-

cal velocity. An alternative approach to understanding uncertainty in oil-spill

modeling is the use of ensemble simulations to create a surrogate model

(Zhang et al., 2020). Future work might be able to bridge the Lagrangian cli-

matology strategy of Duran, Beron-Vera, et al. (2018) with the ensemble-

based surrogate model of Zhang et al. (2020).

As ocean observations and ocean models improve with new satellite pro-

ducts, an increasing number of HF radars, drifters and autonomous vehicles,

and advances in data processing, assimilation, and numerical modeling, oil-

spill modelers should be able to capitalize from the material presented here,

achieving a higher rate of success in forecasting and hindcasting the move-

ment of oil.

Accurately simulating Lagrangian transport in the ocean is of consider-

able societal interest for a variety of reasons including oil spills, the fate of

other contaminants, fisheries, ocean ecology, search and rescue, tracing acci-

dents or crimes back in time (forensic work), climate change, weather pre-

dictions, and more. Many countries have conducted oceanographic research

for several decades now. Consequently, enough progress has been made to

where simulating trajectories in the ocean often produces valuable informa-

tion. For the needed progress to continue, we must understand the ocean’s
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importance for society at large and that the relevance of oceanographic

endeavor is increasing due to pressing issues including climate change,

coastal development, population growth, and globalization.
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Enduring Lagrangian coherence of a Loop Current ring assessed using independent observa-

tions. Scientific Reports, 8, 11275. Available from https://doi.org/10.1038/s41598-018-

29582-5.

Horizontal transport in oil-spill modeling Chapter | 3 87

http://www.legos.obs-mip.fr/members/sudre/gekco_form
http://www.legos.obs-mip.fr/members/sudre/gekco_form
https://hycom.org
http://www.ssd.noaa.gov/PS/MPS/deepwater.html
https://doi.org/10.1029/2017JC013514
https://doi.org/10.1175/JPO-D-15-0127.1
https://doi.org/10.1175/JPO-D-15-0127.1
https://doi.org/10.1038/s41598-018-29582-5
https://doi.org/10.1038/s41598-018-29582-5


Beron-Vera, F. J., Wang, Y., Olascoaga, M. J., Goni, G. J., & Haller, G. (2013). Objective detec-

tion of oceanic eddies and the Agulhas Leakage. Journal of Physical Oceanography.

Available from https://doi.org/10.1175/JPO-D-12-0171.1.

Berta, M., Bellomo, L., Magaldi, M. G., Griffa, A., Molcard, A., Marmain, J., . . . Taillandier, V.

(2014). Estimating Lagrangian transport blending drifters with HF radar data and models:

Results from the TOSCA experiment in the Ligurian Current (North Western Mediterranean

Sea). Progress in Oceanography. Available from https://doi.org/10.1016/j.pocean.2014.

08.004.
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Appendix A: Automated oil-spill simulations

To simulate an oil spill with advection and diffusion but without the need to

choose an eddy diffusion coefficient, the advection�diffusion equation is

solved in Lagrangian terms including an automated method to determine an

eddy diffusion coefficient κ. Mathematically, and considering two-

dimensional horizontal transport, this amounts to solving a stochastic differ-

ential equation (SDE), given by

dX5 u1rκð Þdt1
ffiffiffiffiffiffi
2κ

p
dW tð Þ; ð3:A1Þ

where κ is assumed to be a scalar function of space and time, and where the

random variable W tð Þ is a two-dimensional Wiener process (see, e.g.,

Kloeden & Platen, 1992, p. 28, 70). Here, we have assumed that the diffusiv-

ity is isotropic; that is, it is the same in both horizontal directions. For details

of the anisotropic case, the interested reader is referred to Spivakovskaya,

Heemink, and Deleersnijder (2007). If we solve this equation for a suffi-

ciently large number of particles, the density of particles will evolve in time

in the same way as the concentration, C, described by Eq. (3.3) (Lynch

et al., 2014, pp. 122�126).

The diffusion part is typically modeled as a random walk, by numerically

solving Eq. (3.A1), with u5 0 if advection is separately accounted for. The

simplest numerical scheme for SDEs is the Euler�Maruyama scheme

(Kloeden & Platen, 1992, p. 305), which in our case (with u5 0) is

Xn11 5Xn 1 rUκð ÞΔt1
ffiffiffiffiffiffi
2κ

p
ΔWn: ð3:A2Þ

Here, Xn is the position of a particle at time tn, Δt is the time step, and

ΔWn are the increments of the two-dimensional Wiener process. That is,

ΔWn is a vector with two independent, identically distributed random com-

ponents, with zero mean, and variance Δt. If the diffusivity is spatially vari-

able, accounting for its gradient in Eq. (3.A2) avoids nonphysical transport

away from regions of high diffusivity (Lynch et al., 2014, p. 125). However,

this problem is usually more important for vertical transport, as diffusivity

gradients are usually both sharper and more persistent in the vertical

(Nordam, Skancke, Duran, & Barker, 2021).

The diffusivity can be estimated by different means and is sometimes

provided by an ocean model, but it will usually include uncertainty and

errors. It is also important to remember that the eddy diffusivity does not

directly correspond to any physical, measurable quantity in nature. Rather, it

is a parameterization of the combined effect of unresolved eddy motion (sub-

grid stirring), and molecular diffusivity. Note that since the eddy diffusivity

is intended to compensate for unresolved features in the ocean model, the

eddy diffusivity will be higher for low-resolution models, and smaller for

high-resolution models. A simple scheme suggested by Smagorinsky (1963)
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scales the eddy diffusivity with the square of the model grid cell size, which

may be a useful rule-of-thumb.

Another option is to use a time-dependent diffusivity, which increases with

the time since the release. The rationale for this approach is found in observa-

tions. In the ocean, eddies exist at a wide range of spatial scales, from the larg-

est basin-scale gyres, down to the Kolmogorov length scale of millimeters or

less. The effect of these eddies on a patch of dissolved tracer depends on the

size of the eddy, relative to the size of the patch. Eddies that are much larger

than the patch will only advect it, with little or no change to its shape. Eddies

that are much smaller than the patch will only serve to deform its surface,

without changing its overall shape. Eddies that are of the same size as the

patch, on the other hand, will significantly change its shape, by stretching out

filaments in different directions, thus increasing the overall size of the patch.

A small patch will initially be most affected by small eddies, but as it

grows in size, it will be affected by increasingly large eddies. By construct-

ing an argument based on the typical turnover time of eddies of different

sizes, it is possible to arrive at an expression for how fast the size of the

patch will grow in time. Following the argument of Davidson (2015,

pp. 257�258), we let R be the mean radius of an initially small and spherical

patch, and let the typical speed of an eddy of size r be vrB εrð Þ1=3, where ε
is the turbulent kinetic energy dissipation rate per unit mass. Since the patch

is mainly affected by eddies of its own size, we get

dR

dt
BvRB εRð Þ1=3: ð3:A3Þ

Rewriting this expression by using that d
dt
R2 5 2R dR

dt
, we get

dR2

dt
Bε1=3R4=3; ð3:A4Þ

which is known as Richardson’s four-thirds law (Richardson, 1926). This

expression is only valid for η{R{‘, where η is the scale of the smallest

eddies (the Kolmogorov scale), and ‘ is the scale of the largest eddies

(Davidson, 2015, p. 258). A further limitation in our case is that on large

scales, the ocean is essentially two-dimensional. We will return to this point.

Since R2 is proportional to the variance of a patch of tracer, we see that

the rate of increase of the variance is size-dependent, and thus time-

dependent, when a patch is subject to turbulent mixing. This is contrary to

the case in Fickian diffusion described by Eq. (3.2), where the variance

grows linearly with time, proportional to the diffusivity:

dR2

dt
Bκ: ð3:A5Þ
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From the above, we can derive a time-dependent “effective diffusivity,”

κeff tð Þ, for a patch subject to turbulent mixing. Integrating Eq. (3.A3), we

find that rBε1=2t3=2, and inserting this into Eq. (3.A4) we find

κeff tð ÞBεt2: ð3:A6Þ
Hence, we find that the variance of a patch subject to turbulent mixing is

proportional to t3, since it grows at a rate proportional to t2.

Early experimental investigation of the above results include observations

of balloons released into the atmosphere (Richardson, 1926), and bits of

parsnip thrown into a loch by Richardson’s cabin in Scotland (Richardson &

Stommel, 1948). Okubo (1971) published a summary of several dye release

experiments, covering spatial scales from 100 to 10 and time scales from

hours to several weeks. When plotting variance as a function of time (Fig. 1

in Okubo, 1971), he found R2Bt2:3, and when plotting effective diffusivity

as a function of spatial scale, he found κeffBR1:1. These results were later

expanded with more observational data, by Murthy (1976) and Lawrence,

Ashley, Yonemitsu, and Ellis (1995), still showing approximately the same

trends.

If we for the moment accept sloppy notation with respect to units, an

explicit expression for the time-dependent apparent horizontal diffusivity, κa,

may be obtained from Eq. (3) in Okubo (1971),

σ2
rc 5 0:0108Ut2:34; ð3:A7Þ

where σ2
rc is measured in cm2 and t is in seconds. Combining this with the

relation κa 5σrc=4t, we get

κa 5 0:0027Ut1:34; ð3:A8Þ
where κa is given in units cm/s2. These observation-based results do not agree

with the theoretical considerations summarized in Eq. (3.A4). However, it is

clear that the ocean cannot be considered to be three-dimensional when con-

sidering a patch of size 100 m or above, released in the mixed layer. Hence,

the theoretical results cannot be expected to hold exactly.

Based on the discussion above, it might seem reasonable to use a time-

dependent diffusivity in an oil spill model. However, it is important to

remember that the effective diffusivity is intended to mimic the mixing due

to eddies in the ocean currents. If high-resolution current data is used as

input to the modeling, more of those eddies will already be represented in

the data and need not be accounted for in the time-dependent diffusivity.

Hence, the diffusivity should in some sense be matched to the resolution of

the ocean current data.

If the horizontal resolution of the current data is Δx, then any patch of

tracer with R{Δx will only be advected along the currents, without chang-

ing its shape significantly. Hence, it makes sense to apply a time-dependent
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diffusivity to small patches. However, once the patch grows in size such that

R.Δx, differential advection by eddies represented in the current data will

lead the patch to spread out further. Applying an additional time-dependent

diffusivity to such a patch will then lead to too much diffusion.

In practice, it is easier to truncate the effective diffusivity based on time,

rather than spatial scales. It is a simple matter to keep track of the “age” of

numerical particles and use a time-dependent diffusivity in the random walk

for each particle. Future work will be needed to determine when to truncate

the time-dependent diffusivity and to quantify the difference of time-

dependent diffusivity instead of a constant one in practical applications.

Further reading can be found in Csanady (1973, Chapter IV), Okubo and

Levin (2013, Chapter 2), and Lynch et al. (2014, Chapter 4).
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Chapter 4

Vertical mixing in oil spill
modeling

Tor Nordam1,2, Jørgen Skancke1, Rodrigo Duran3,4 and
Christopher H. Barker5
1SINTEF Ocean, Trondheim, Norway, 2Department of Physics, Norwegian University of Science

and Technology, Trondheim, Norway, 3National Energy Technology Laboratory, United States

Department of Energy, Albany OR, United States, 4Theiss Research, La Jolla, CA, United States,
5Emergency Response Division, Office of Response and Restoration, National Oceanic and

Atmospheric Administration, Seattle, WA, United States

This chapter is intended to give a comprehensive overview of the processes,

which relate to the vertical movement of oil spilled in the ocean, namely tur-

bulent mixing, buoyancy, and entrainment. These processes will be explained

in terms of their physics, approaches to numerical modeling, and the histori-

cal background on how the research field has developed.

The aim of this chapter is that the reader should be capable of formulat-

ing a reasonable “one-dimensional” oil spill model.

4.1 Introduction

An essential aspect of oil spill modeling is to capture the different processes that

influence fate and behavior of oil on the ocean surface and oil in the water col-

umn. Surface oil is exposed to the atmosphere, wind, and waves, and undergoes

surface spreading, evaporation, emulsification, and entrainment due to breaking

waves. Submerged oil, on the other hand, experiences to a greater degree dissolu-

tion, microbial biodegradation, and three-dimensional dispersion. In terms of inter-

action, surface oil may foul birds and surface-interacting mammals and may be

washed ashore to cover coastline habitats. Subsurface oil in dissolved form repre-

sents an exposure risk to marine life. This is especially the case for early life

stages like eggs and larvae. Oil in droplet form may for example cause toxicity

by adhering to the surface of fish eggs (Hansen et al., 2018).

In addition to the distinction between surface and submerged oil, the ver-

tical distribution of oil within the water column has a major impact on hori-

zontal transport, due to current shear. The importance of vertical mixing for
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horizontal transport has been known for a long time. Both Bowden (1965)

and Okubo (1968) suggest that Bowles, Burns, Hudswell, and Whipple (1958)

were the first to use the term “shear effect” in relation to mixing and transport

in the sea, in a paper on dilution of radioactive waste water. Okubo (1968)

states that the shear effect is “the dispersion of a vertical column of fluid due

to the variation of velocity with depth combined with vertical diffusion.”

Surface wind can create strong vertical gradients of current speed and

direction in the upper meters of the water column (Fernandez, Vesecky, &

Teague, 1996; Laxague et al., 2018), thus leading to dispersion of oil sub-

merged at different depths. Vertical density gradients can also act to separate

vertical layers, allowing them to move in different horizontal directions or at

different speeds, contributing to current shear.

In the context of oil spill modeling, Johansen (1982) provides an early

discussion of the importance of vertical distribution for determining horizon-

tal transport. He describes the continuous exchange of oil between the sur-

face and the subsurface due to breaking waves and surfacing, discussing the

importance of rise speed and the droplet size distribution produced by natural

entrainment. He also explicitly formulates a one-dimensional Eulerian model

for the vertical transport of oil droplets, based on the advection�diffusion

equation, and uses this model to discuss the implications for the drift and

weathering of surface oil.

Another early work treating an oil spill as a three-dimensional process is

that of Elliott (1986). This paper describes the elongation of an oil slick in

the direction of the wind, attributing the effect to vertical current shear, com-

bined with the continuous exchange of oil between the surface and the sub-

surface. The downward process is driven by turbulent mixing from waves

and the upward process by the buoyancy of the oil droplets. Elliott (1986)

also formulated a three-dimensional random-walk-based Lagrangian particle

model for an oil slick. While that model allowed sufficiently large oil dro-

plets to remain at the surface, as their rise due to buoyancy would always

dominate the random displacement due to diffusion, it did not include a slick

formation process or a separate state for surface oil.

In modern oil spill models, surfaced oil is usually assumed to form con-

tinuous patches, while submerged oil is in the form of individual droplets of

different sizes. More advanced models also include a nonbuoyant dissolved

oil fraction. The mass exchange between the surface and subsurface compart-

ments is a function of the state of the oil and the state of the wave field, the

latter of which can be parameterized from wind speed and fetch length, or

modeled by a wave model (coupled to the ocean model, or separate). To cal-

culate entrainment, an oil spill model must predict the mass of oil entrained

per area and time, over what depth that oil should be distributed, and the

droplet size distribution of the entrained oil. Surfacing of oil, on the other

hand, is found as a balance between the vertical rise of droplets and turbulent

mixing. Vertical transport brings droplets toward the surface, while turbulent
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mixing tends to distribute oil droplets over a certain depth. Strong turbulent

mixing will therefore reduce the amount of oil surfacing by reducing the

concentration of oil droplets in the near-surface water layer.

4.2 Vertical mixing in the ocean

In this section, we give a description of the mechanisms behind vertical mix-

ing in the ocean. Some oceanographic background is given, though for fur-

ther information the interested reader may refer to, e.g., Introduction to

ocean turbulence (Thorpe, 2007), and the classic work Turbulent diffusion in

the environment (Csanady, 1973, see particularly Chapters III, V, and VI).

4.2.1 Turbulent diffusion

Molecular diffusion is a fundamental physical process, caused by the random

motion of molecules in gases and liquids, occurring even in completely stagnant

conditions. The effect of this random motion is to reduce gradients in concentra-

tion, leading eventually to an even distribution of, for example, dissolved chemi-

cals in water. The rate of molecular diffusion depends on temperature and the

relative size and properties of the molecules involved, but this is in all cases a

relatively slow process. As an example, Lee, Lee, Lee, and Tseng (2004) did

experiments on the diffusion of ink in water and found that a droplet of ink took

about 1 minute to spread to a radius of 1 cm, in water at room temperature.

In contrast, we would expect a droplet of ink to be evenly distributed in a

glass of water within seconds, if the water was stirred. This latter process is

often called turbulent diffusion, or turbulent mixing, and is akin to what hap-

pens in the ocean, where the origins of the turbulent mixing can for example

be breaking waves, current shear, bottom friction, overturning, etc.

Despite the name, turbulent diffusion is not a pure diffusion process, but

rather a combination of an advection process and molecular diffusion (see,

e.g., Thorpe (2005, pp. 20�21) for a particularly clear description). The cru-

cial point is that turbulence causes stirring at a wide range of spatial scales,

dramatically increasing the area of interface between regions of high and

low concentrations. Fick’s law (see, e.g., Csanady, 1973, p. 4) states that the

diffusive flux of a substance (i.e., amount of substance transported per area

per time) is given by

jD 52K
d

dx
CðxÞ; ð4:1Þ

where K is the diffusion parameter and C is the concentration of a substance.

If we consider two initially separated volumes of water, with different con-

centrations of some substance, then it is clear that mixing will be faster if

the area of the interface between the two volumes increases. This is precisely

what turbulent mixing achieves, and the effect can be quite dramatic,
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increasing the effective mixing by many orders of magnitude (see, e.g.,

Tennekes & Lumley, 1972, pp. 8�10).

An illustration of this has been made in Fig. 4.1, where a tracer initially

located in the bottom half of a closed domain, is moved first with diffusion

only (Fig. 4.1, left column), then advected by a double gyre (middle column),

and finally both diffused and advected (right column). While this is only

intended as a schematic illustration, it shows how the combined effect of advec-

tion by a gyre and Fickian diffusion leads to a faster mixing than diffusion alone

due to an increased interface between regions of high and low concentration.

While “turbulent mixing” is in reality a combination of stirring by turbu-

lence and molecular diffusion, it will in almost all cases be impractical to

model it as such. In particular, eddies in the ocean exist at all scales, from the

largest ocean gyres with a scale of several thousand kilometers, to the smallest

turbulent eddies at the Kolmogorov scale (Davidson, 2015, p. 25), on the order

of 1 mm or less. Most numerical ocean models currently have a horizontal res-

olution somewhere between tens of meters and tens of kilometers, and a verti-

cal resolution ranging from meters to hundreds of meters. Any eddies smaller

than the resolution of the model cannot be resolved, and therefore their contri-

bution to the mixing must be parameterized, as the so-called eddy diffusivity.

When talking about diffusion in the context of oil-trajectory modeling, and

indeed for the rest of this chapter, one typically refers to the eddy diffusivity.

4.2.2 Origins of vertical mixing in the ocean

There are many sources of turbulent kinetic energy (TKE) leading to vertical

mixing in the ocean. The most obvious (and spectacular) may be breaking

FIGURE 4.1 Mixing of a passive tracer, initially located in the bottom half of the domain. In

the left column, Fickian diffusion is applied; in the middle column, advection by a double gyre;

and in the right column, both advection and diffusion.
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waves, which contribute to mixing in the upper part of the water column.

Furthermore, turbulent motion may be caused as currents flow across the

seabed, in narrow straits, or due to shear flow between two fluid layers. In

cold or windy conditions, evaporation or cooling at the surface will increase

the density of the water, and if the water at the surface becomes denser than

the underlying water, overturning will occur, leading to vertical mixing. In

very cold conditions, sea ice will form. During the freezing process, the

salinity of the ice is reduced through rejection of brine. This cold, high-

salinity water will have a density higher than the water below, again leading

to overturning and mixing of water masses.

In all cases, the stratification of the water column has a strong influence

on the vertical diffusivity. Near the surface, there will usually be a layer of

uniform density, called the surface mixed layer, or just the mixed layer. The

thickness, or depth, of the mixed layer will vary with geographical location,

time of year, and it will be influenced by local factors such as wind, air tem-

perature, solar radiation, rainfall, and freshwater input from rivers.

While eddy diffusivity is typically high in the interior of the mixed layer,

it drops both close to the surface and toward the bottom of the mixed layer.

Toward the surface, the mixing efficiency (which the eddy diffusivity

describes), is limited because the surface limits the size of turbulent eddies

(Craig & Banner, 1994). This is a version of the so-called mixing length

argument (see, e.g., Davidson, 2015, pp. 112�113), stating that the mixing

depends not only on the TKE but also on the size of eddies.

At the bottom of the mixed layer, the density increases, either due to an

increase in salinity, a decrease in temperature, or a combination of both.

This region of increasing density is called the pycnocline. Stable stratifica-

tion, where a layer of light water overlays denser water, will tend to prevent

mixing across the density gradient, due to the energy required to lift the

dense water against gravity. For this reason, vertical diffusivity can be quite

high throughout the mixed layer, and then drop, sometimes by several orders

of magnitude, at the pycnocline. The interested reader is referred to Gräwe,

Deleersnijder, Shah, and Heemink (2012) for further discussion of this par-

ticular case, in the context of Lagrangian particle modeling.

As a side note, one might want to ask if the motion of the sea is actually

turbulent. If we make the approximation that the water in the mixed layer

behaves as an isolated slab of water, experiencing friction forces from the

wind at the top, and from the deep water at the pycnocline, then the

Reynolds number (Thorpe, 2005, p. 23) for this flow is

Re5
ΔuL

ν
; ð4:2Þ

where Δu is the difference between the speed at the top and the bottom of

the mixed layer, L is the thickness of the mixed layer, and ν is the kinematic

viscosity of water, which is approximately 1.43 1026 m/s2 for seawater at
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10�C. Turbulent flow is commonly said to occur at Reynolds numbers above

approximately 4000. If we choose for example a mixed layer thickness of

L5 10 m, we see that any velocity difference of more than about

0.53 1023 m/s will give turbulent flow.

The above discussion of turbulent flow assumes that the density truly is

constant throughout the mixed layer. In regions where the density increases

slowly with depth, a relevant parameter to consider is the Richardson number,

Ri5
g

ρw

@ρw
@z

@u
@z

� �2 ; ð4:3Þ

which is a dimensionless number related to the ratio between the stabilizing

forces of stratification and the destabilizing forces of current shear. If Ric1,

then the shear forces are not strong enough to break down the density gradi-

ent and cause vertical mixing.

4.2.3 Modeling ocean turbulence

The vertical eddy diffusivity can be described through models of different

complexity, including simple parameterizations based on fitting simplified

models against experiments, and more complex models that try to solve

dynamic equations for transport and dissipation of TKE.

The simplest model for vertical turbulent mixing would be to simulate a

vertical advection�diffusion process using a constant eddy diffusivity.

However, in light of the discussion in Section 4.2.2, it should be clear that

this will in many cases be too simple. In particular, the diffusivity in the

mixed layer can often be several orders of magnitude higher than the diffu-

sivity at greater depths.

Hence, the second simplest approach might be to model the diffusivity

profile as a step function, with a high value in the mixed layer, and a lower

value below the pycnocline. However, note that care must be taken to avoid

numerical artifacts when using a step-function diffusivity. See Sections 4.7.2

and 4.7.4 for examples and additional discussion of this topic.

Another approach is to use a simplified continuous model for the vertical

diffusivity. One such model, used in some oil spill modeling studies

(Nordam et al., 2018; Skognes & Johansen, 2004), is due to Ichiye (1967),

who suggested the following relation for the vertical eddy diffusivity as a

function of depth (z positive downward):

K zð Þ5 0:028
H2

s

Tp
e-2kz; ð4:4Þ

where Hs is the significant wave height, Tp is the peak wave period, and k is

the wave number. This relation takes mixing due to waves into account, but
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ignores the limiting effects of stratification, and does not feature reduced dif-

fusivity toward the surface.

A third option is to obtain eddy diffusivity from an ocean model. All or

most ocean models calculate eddy diffusivity, potentially taking into account

waves, density stratification, current shear, and more complex processes such

as Langmuir circulation (Thorpe, 2005, pp. 251�255). Several different

approaches at different degrees of complexity exist. So-called turbulence clo-

sure schemes are a research field in themselves, and we will not go into

detail on the schemes themselves here. The interested reader is referred to

Davidson (2015, p. 27) and Haidvogel and Beckmann (1999, Chapter 5).

Relevant in the context of oil spill modeling is that many ocean models

provide eddy diffusivity as output on the same formats as the ocean current

data. A three-dimensional oil spill model will probably already be using cur-

rents from an ocean model, and the advantage of using eddy diffusivity from

the same model is then that the fields are dynamically consistent. However,

it is important to be aware that the eddy diffusivity in an Eulerian ocean

model also serves the additional purpose of suppressing numerical instabil-

ities that can occur in advection-dominated problems. Hence, it is possible

that the eddy diffusivity from an ocean model may be somewhat higher than

it should be and therefore unsuited for direct use in a Lagrangian transport

model. Nevertheless, diffusivity from an ocean model would be expected to

take the important effects of stratification into account.

Finally, it is worth mentioning the existence of separate, standalone mod-

els for vertical ocean turbulence. The most well-known of these is probably

the General Ocean Turbulence Model (GOTM; Umlauf, Burchard, &

Bolding, 2005).1 This is an open-source one-dimensional water column

model that can be set up to model a range of different cases, with different

forces as input, and using different turbulence closure schemes, such as

Mellor�Yamada (Mellor & Yamada, 1982), k�ε (Launder & Spalding,

1983), and k�ω (Wilcox, 2008). In an oil spill modeling context, using a

one-dimensional turbulence model is not as convenient as using eddy diffu-

sivity from an ocean model but might be an option for a localized area.

4.2.4 Wave modeling

As previously mentioned, breaking waves are a source of turbulent mixing in

the ocean. In the context of oil spill modeling, however, breaking waves are

perhaps even more important as the mechanism by which an oil slick at the

surface is broken up into droplets and submerged in the water column. We

will return to this point in Section 4.3, but here we will mention some

approaches to obtain wave data for use in an oil spill model.

1. See also http://www.gotm.net.
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As with turbulence, there exist different approaches to obtaining wave

data, at different levels of complexity. Advanced wave models that calculate

the entire wave spectrum exist and may be run coupled to an ocean model

(or atmosphere-ocean model), such that the waves affect the calculation of

the current, and vice versa. An example of such a model is SWAN (Booij,

Holthuijsen, & Ris, 1997), which may for example be coupled with the

ROMS ocean model (see, e.g., Warner, Perlin, & Skyllingstad, 2008).

A simpler approach is to parameterize the wave state from the wind

speed, usually given at an altitude of 10 m above sea level. In the following

example, the significant wave height and the peak wave period, Hs and Tp,

are derived from the JONSWAP spectrum and associated empirical relations

(Carter, 1982). The sea state is assumed to be either fetch-limited or fully

developed. Fetch-limited means that a steady state is reached, where the sea

does not reach a fully developed state because the fetch (the distance over

which the wind acts on the sea) is too short. This is relevant close to the

coast in off-shore wind conditions. Fully developed, on the other hand, refers

to the steady-state wave conditions that are found far away from the coast.

In both cases, the wave state is assumed not to be time-limited; that is, the

wind is assumed to have been constant for a sufficiently long time to allow a

steady wave state to develop.

Here, Hs and Tp are given by

Hs 5
u210
g

Hc

ffiffiffiffiffiffiffi
gLf

u210

s
ð4:5aÞ

Tp 5
u10

g
Tc

ffiffiffiffiffiffiffi
gLf

u210

3

s
ð4:5bÞ

in the fetch-limited case, and

Hs 5
u210
g

H0 ð4:6aÞ

Tp 5
u10

g
T0 ð4:6bÞ

in the fully developed case. Here, H0 5 0:243, Hc 5 0:0016, T0 5 8:134, and
Tc 5 0:286 are dimensionless parameters, g is the gravitational acceleration,

Lf is the fetch length, and u10 is the wind speed at 10 m above sea level.

4.3 Entrainment of surface oil

When a wave breaks on an oil slick, part of the oil in the breaking zone of

the wave will be entrained into the water column in the form of droplets.

The amount of entrained oil will increase with the height of wind-driven
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waves and therefore depends on the wind speed. To describe this in an oil

spill model, it is necessary to formulate a model for the mass of oil entrained

per unit of time for a given surface slick in a given wave field. Some of the

earliest quantitative work on the entrainment of oil due to breaking waves is

that of Delvigne and Sweeney (1988). In this classic paper, based on experi-

ments in a turbulence tank and two different mesoscale wave flumes (0.43

and 4.3 m depth), they provided empirical relations for the three key para-

meters in surface oil entrainment:

(1) Droplet size distribution of the entrained oil

(2) Entrainment rate

(3) Intrusion depth

The relationships obtained by Delvigne and Sweeney (1988) were used

for decades in oil spill models, with new models only starting to take hold

nearly 30 years later. The empirical relationship for entrainment rate by

Delvigne and Sweeney was formulated in a convoluted way, where the

entrainment rate depends on the droplet size distribution, and the models

lack theoretical support. These and other aspects of the Delvigne and

Sweeney models have been criticized by others who have formulated alterna-

tive models in recent years (Johansen, Reed, & Bodsberg, 2015; Li,

Spaulding, & French-McCay, 2017; Boufadel et al., 2020).

4.3.1 Droplet size distribution of entrained oil

After entrainment of a surface slick, smaller droplets take longer to resurface

compared to larger droplets (see Section 4.4.1). For this reason, the droplet

size distribution of entrained oil is an important factor that influences both

the horizontal transport of the oil, and the lateral dispersion from current

shear. To describe dispersion, it is therefore necessary to use an accurate

droplet size model. Experimental evidence has shown that the size distribu-

tion of droplets in a breaking wave event depends on oil viscosity (Delvigne

& Sweeney, 1988; Reed, Leirvik, Johansen, & Brørs, 2009), oil�water inter-

facial tension (Li, Miller, Wang, Koley, & Katz, 2017; Zeinstra-Helfrich,

Koops, & Murk, 2016), oil film thickness (Zeinstra-Helfrich, Koops,

Dijkstra, & Murk, 2015; Zeinstra-Helfrich et al., 2016), and energy in the

breaking wave (Delvigne & Sweeney, 1988). Several published models exist

that use these and other parameters to estimate a droplet size distribution

(Delvigne & Sweeney, 1988; Johansen et al., 2015; Li, Spaulding, French

McCay, Crowley, & Payne, 2017; Nissanka & Yapa, 2017; Reed et al.,

2009; Zhao et al., 2014).

Two main droplet size model types can be distinguished. One type is an

equilibrium description, where the model consists of an expression for a

characteristic droplet size, such as the median, and a static droplet size distri-

bution function, such as a Rosin�Rammler, log-normal, or power-law
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function, each with associated distribution parameters (Delvigne & Sweeney,

1988; Johansen et al., 2015; Reed et al., 2009). This formulation gives a

static distribution representative for some depth and after some time of wave

impact. The other type of formulation aims to calculate a dynamic droplet

size distribution through population balance models, which describe the

time-evolution of droplet breakup and coalescence in turbulent flow after

wave breaking (Nissanka & Yapa, 2016; Zhao et al., 2014; Cui et al., 2020).

The equilibrium type model is conceptually simpler and is easier to imple-

ment in an oil spill model, while the population balance model may offer a

more detailed description of the physical process of droplet breakup. As of

today, it is not clear which approach is best for oil spill modeling.

In the following, the equilibrium type droplet size model of Johansen

et al. (2015) will be described. This model is formulated from the observa-

tion that there are two main regimes that determine the droplet size of oil in

turbulent flow: a viscosity-limited regime and an interfacial tension-limited

regime. The first regime is representative for weathered and emulsified sur-

face oil, while the second regime is representative for oil that has been trea-

ted with chemical dispersants. Each regime is associated with the

characteristic droplet size through a nondimensional number found from

dimensional analysis. The interfacial tension-limited regime is associated

with the Weber number and the viscosity-limited regime with the Reynolds

number.

The Weber number is

We5
v2ρoh
σow

; ð4:7Þ

where ρo is the density of the oil, σow is the oil�water interfacial tension, h

is the surface slick thickness, and v5
ffiffiffiffiffiffiffiffiffi
2gH

p
a velocity scale related to the

wave motion, with H being the wave height.

The Reynolds number is given by

Re5
vρoh
μo

; ð4:8Þ

where μo is the dynamic viscosity of the oil.

Assuming that the characteristic droplet size can be found through a scal-

ing relationship involving these two numbers; in addition to three constants

to be determined from fitting to data, the ratio of characteristic droplet size

D to slick thickness h with the Reynolds and Weber numbers was found as

D

h
5AWe2a 11B0 We

Re

� �a	 

ð4:9Þ

The constants A, B0; and a appearing in this equation were fit to experimental

data in Johansen et al. (2015) as A5 2:251, B0 5 0:027; and a5 0:6.
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Eq. (4.9) provides a prediction for a characteristic droplet size of the

droplet size distribution. This can in principle be any characteristic size and

any distribution formulation; in Johansen et al. (2015), these were taken to

be the median of the droplet size number distribution, which was described

through a log-normal function. In oil spill modeling, the volume distribution

for droplet sizes is needed in order to account for the mass of oil. From the

log-normal distribution, one can obtain the volume distribution from the

number distribution by shifting the distribution as described in Johansen

et al. (2015). Specifically, the volume droplet size distribution (for diameter

d) is given as

vðdÞ5 1

d
ffiffiffiffiffiffi
2π

p
σ
exp 2

ðln d2μÞ2
2σ2

	 

ð4:10Þ

where we use a logarithmic standard deviation of σ5 0:4 lnð10Þ. The loga-

rithmic mean μ is given by dv50 5 eμ, and the relationship between the vol-

ume and number median diameters is

lnðdv50Þ5 lnðdn50Þ1 3σ2: ð4:11Þ
A similarly formulated model is the one of Li, Spaulding, French McCay,

Crowley, et al. (2017), which is a droplet size distribution model intended to

be valid for both surface entrainment by breaking waves and subsea blow-

outs through an orifice. In this model, the maximum stable droplet size due

to the Rayleigh�Taylor instability is used as a length scale parameter,

instead of the surface oil film thickness. Avoiding the surface oil film thick-

ness means that no separate model is needed to calculate this value dynami-

cally. At the same time, experimental evidence shows that characteristic

droplet size does scale with oil film thickness (Zeinstra-Helfrich et al.,

2016), making it an experimentally validated predictor, although it should be

noted that earlier work did not find a clear relationship between the two vari-

ables (Delvigne & Sweeney, 1988).

4.3.2 Entrainment rate of oil due to breaking waves

Historically, entrainment rate was explicitly or implicitly coupled to droplet

size distribution. One made the distinction between larger oil droplets that

almost immediately resurfaced after entrainment and smaller droplets that

became “permanently entrained” (see, e.g., Reed et al., 1999 and references

therein). The net entrainment rate would then only include the permanently

entrained oil.

Delvigne and Sweeney (1988, Section 4.4) found an expression for the

entrainment rate that explicitly included the droplet size:

QðdÞ5CUD0:57
ba ScovFwcd

0:7Δd; ð4:12Þ

Vertical mixing in oil spill modeling Chapter | 4 107



where Dba is the dissipated energy per surface area [J/m2], Scov is the sea sur-

face area fraction covered by oil, Fwc is the sea surface area fraction hit by

breaking waves per second [s21], d is the droplet size [m], and Δd is the

width of the droplet size interval (centered on d). The prefactor C is an

empirical constant that can include the effects of oil state, such as viscosity,

interfacial tension, and density; in Delvigne and Sweeney (1988), only vis-

cosity is included for different values of C.

It is not explicitly stated in the original work of Delvigne and Sweeney

(1988) how this equation should be applied to calculate the total entrainment

rate; it has however been interpreted in the literature (Li, Spaulding, French

McCay, Crowley, et al., 2017). The equation gives the entrainment rate over

a droplet size interval, which means that an integration over size intervals

must be performed. This means that a lower and upper limit of the droplet

size must be decided upon. It is likely that different interpretations of

Eq. (4.12) exist, meaning that models using this equation differently will pro-

vide somewhat different results.

From a modeling point of view, a more elegant solution is to have an

expression of the entrainment rate that is completely independent of the

droplet size distribution, and heuristic concepts such as “permanently dis-

persed oil.” Johansen (1982) describes such an approach, modeling the verti-

cal transport (rise due to buoyancy, and vertical mixing due to eddy

diffusivity) with the advection�diffusion equation. He points out that in

order to represent a distribution of droplet sizes (and thus a distribution of

rise speeds), one must solve the advection�diffusion equation for each size

class.

In such a model, the entrainment rate describes the amount of oil that is

submerged, and the droplet size distribution will describe how that oil is dis-

tributed across size classes. The vertical transport model will then determine

the future development of those droplets, allowing large droplets to surface

rapidly, while small droplets remain submerged for longer periods.

Recent formulations of the entrainment rate adhere to this principle. Both

the two following examples describe the submersion of surface oil as a first-

order decay process

dQs

dt
52αQs; ð4:13Þ

where Qs is the amount of oil at the surface, and α is the entrainment rate.

Johansen et al. (2015) describe a simple model where the submersion of sur-

face oil is related to the white-cap coverage fraction, fwc and the mean wave

period, Tm:

α5Pfwc=Tm: ð4:14Þ
In Johansen et al. (2015), Eq. (4.14) was used as a standalone model to

describe the development of oil mass on the surface. It was thus assumed
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that droplets larger than some limiting diameter would resurface directly,

and P was then taken to be the fraction of droplets smaller than this limiting

diameter. For use in a modeling system where a vertical transport model

determines the fate of the droplets, we assume that oil is entrained at the full

rate, setting P5 1. Then, the transport model will allow the larger droplets

to surface quickly.

Li, Spaulding, French McCay, Crowley, et al. (2017) developed an

empirical relation parameterizing the entrainment rate, Q, in terms of the

dimensionless Weber and Ohnesorge numbers:

Q

Fbw

5 aWebOhc: ð4:15Þ

Here, Fbw is the white-capping fraction per unit time [s21], the Weber num-

ber is We5 doρwgHs=σow, where ρw is the density of water, and the

Ohnesorge number is Oh5μo=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρoσowdo

p
. The length scale is the

Rayleigh�Taylor instability maximum droplet diameter, given by

do 5 4
σow

ðρw2ρÞg

� �1=2

: ð4:16Þ

The values of the empirical parameters are a5 4:6043 10210, b5 1:805, and
c52 1:023 (Li, Spaulding, French McCay, Crowley, et al., 2017).

4.3.3 Entrainment depth of oil due to breaking waves

The linear parameterization of intrusion depth and distribution of oil found

by Delvigne and Sweeney (1988) is that after a wave breaking event, the oil

is distributed evenly in the interval

ð1:52 0:35ÞHw , z, ð1:51 0:35ÞHw; ð4:17Þ
where Hw is the wave height. No more recent general model formulations for the

intrusion depth have been published in the oil spill literature. However, in dis-

agreement with this model, recent experiments in a wave tank gave intrusion

depth centers of less than half the wave height (Li, Miller, et al., 2017). Other

work that may be relevant in this context includes studies of bubble entrainment

by breaking waves (see, e.g., Leifer & De Leeuw, 2006) and observations of ver-

tical distributions of buoyant fish eggs (see, e.g., Röhrs et al., 2014).

4.4 Submerged oil

The vertical transport processes that affect submerged oil droplets are rise

due to buoyancy (or sinking in some cases; see, e.g., King, Robinson,

Boufadel, & Lee, 2014), turbulent mixing, and vertical advection by currents.

Of these three, advection by vertical currents is probably the least important.
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Hence, we will not discuss this further; other than to state that if current data

with a vertical current component is available, it can be used to advect the

oil, just like the horizontal components.

Vertical turbulent mixing has already been discussed in Section 4.2.3,

and how to use the eddy diffusivity in an oil spill model will be discussed in

Sections 4.5 and 4.6. Hence, the main content of this section will be the cal-

culation of rise speeds for oil droplets.

4.4.1 Calculation of droplet rise speeds

It is commonly assumed that droplets, bubbles, sediment particles, etc. rise

or sink at their terminal velocity. The terminal velocity is derived by starting

from the observation that buoyancy exerts a constant force, Fb, on the sub-

merged particle:

Fb 5
4

3
πr3gðρa 2 ρpÞ5

4

3
πr3ρag

0; ð4:18Þ

where g0 5 g
ρa 2 ρp

ρa
is the reduced gravity, with ρa and ρp the density of the

ambient fluid and the moving particle, respectively. While the buoyancy is

constant, the drag force, FD, increases with the velocity and has direction

opposite to the velocity:

FD 52
1

2
ρav

2CDAU
v

jvj ; ð4:19Þ

where v is the velocity of the particle relative to the fluid, A is the cross-sectional

area of the particle, and CD is a drag coefficient. By setting the total force equal

to 0, we get an equation that can be solved to find the terminal speed, vb:

vb 5

ffiffiffiffiffiffiffiffiffiffi
4

3

dg0

CD

r
: ð4:20Þ

The drag coefficient, CD, is not constant, but rather a function of the

Reynolds number, which for a sphere is given by

Re5
vd

νa
5

ρavd
μa

: ð4:21Þ

Here, v is the speed of the sphere, d is the diameter of the sphere, νa and μa

are the kinematic and dynamic viscosities of the surrounding fluid, and ρa is

its density.

At low Reynolds numbers, Re{1, the drag coefficient is given by

CD 5
24

Re
: ð4:22Þ

With this drag coefficient, the expression for the drag force becomes

FD 52 6πrμav: ð4:23Þ
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Solving for the terminal speed, vb, one obtains

vb 5
2

9

ρp 2 ρa
μa

gr2: ð4:24Þ

Eq. (4.23) for the drag force is commonly known as Stokes’ law, after

George Gabriel Stokes (Stokes, 1856), although Eqs. (4.22) and (4.24) are

also sometimes referred to as Stokes’ law.

In the derivation of Stokes’ law, an assumption was made that the flow

around the spherical particle is laminar. At higher Reynolds numbers, the

flow around the sphere is no longer laminar, and Stokes’ law no longer

holds. Various empirical formulas exist for the case of high Reynolds num-

ber. Clift et al. (1978) combined several previously published results and

developed a piecewise parameterization of CD as a function of the Reynolds

number, which they call the Standard Drag Curve for the drag coefficient of

a spherical particle (Clift et al., 1978, pp. 110�112). This parameterization

is shown in Fig. 4.2, together with Stokes’ law (Eq. (4.22)) and two other

parameterizations.

As the highest range of Reynolds numbers in Fig. 4.2 is not relevant for

oil droplets rising due to buoyancy, simpler expressions than the Standard

Drag Curve have been suggested. Delnoij, Lammers, Kuipers, and van

Swaaij (1997) suggested a parameterization of CD given by

CD 5

24

Re
ð11 0:15Re0:687Þ if Re, 1000

0:44 if Re$ 1000

:

8<
: ð4:25Þ

10− 1 100 101 102 103 104 105 106 107

Re

10− 1

100

101

102

C D

Standard drag curve

Stokes’ law

Delnoij et al. (1997)

Johansen (2000)

FIGURE 4.2 Parameterization of the Standard Drag Curve, due to Clift, Grace, and Weber

(1978). Stokes’ law, which is valid for Re{1, is shown as a dashed line.
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Johansen (2000) proposed a variant of the above scheme where the termi-

nal rise velocity is instead given by a harmonic transition between the high

and low Reynolds number cases:

vb 5
1

v1
1

1

v2

� �21

; ð4:26Þ

where v1 and v2 are calculated from Eq. (4.20), with a drag coefficient of

CD 5 24=Re in v1, and CD 5 0:44 in v2. The parameterizations due to

Delnoij et al. (1997) and Johansen (2000) are also shown in Fig. 4.2

All of the above expressions assume spherical particles. In reality, an oil

droplet rising through water will deform to some degree, depending among

other things on the volume, density, and oil�water interfacial tension. Work

on this topic includes that of Bozzano and Dente (2001), which takes droplet

deformation into account. They developed empirical relations for the drag

coefficient and deformation of droplets and bubbles in terms of the

Reynolds, Morton, and Eötwös numbers:

CD 5 f
a

R0

� �2

; ð4:27aÞ

where

f 5
48

Re

11 12Mo1=3

11 36Mo1=3

� �
1 0:9

Eo3=2

1:4ð11 30Mo1=6Þ1Eo3=2
; ð4:27bÞ

a

R0

� �2

5
10ð11 1:3Mo1=6Þ1 3:1Eo

10ð11 1:3Mo1=6Þ1Eo
; ð4:27cÞ

and the Morton and Eötwös numbers are given by

Mo5
gμ4

aðρa 2 ρpÞ
ρ2aσ3

; Eo5
gd20ðρa 2 ρpÞ

σ
: ð4:27dÞ

Here, σ is the interfacial tension between oil (or gas) and water, and d0 is

the equivalent diameter of the particle, that is, the diameter of a sphere with

the same volume.

4.4.2 Role of dispersants

Oil dispersants are specifically designed surfactant chemicals intended to

reduce the oil�water interfacial tension. Dispersants can be used as a coun-

termeasure during oil spill response, with the objective of enhancing the dis-

persion of the spill by facilitating the creation of small oil droplets. This can

be done subsea during a blowout, where the dispersants are injected directly

into the oil stream, facilitating breakup of the oil into smaller droplets in the
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turbulent jet, or it can be done at the surface, where the treated oil will be

broken up into small droplets when hit by breaking waves or other mechani-

cal energy.

Looking at Eqs. (4.7) and (4.9), we see that reduced interfacial tension

gives a larger Weber number, which in turn gives a smaller characteristic

droplet size in natural dispersion, when everything else is kept constant.

While droplet breakup in turbulent jets is outside the scope of this chap-

ter, we can briefly mention that also in this case, the droplet size be

may related to the Weber number, and reduced interfacial tension with

everything else kept constant will lead to smaller droplets (Brandvik,

Johansen, Leirvik, Farooq, & Daling, 2013; Johansen, Brandvik, &

Farooq, 2013).

Small droplets produced by dispersant application will have a slower

rise velocity, as discussed earlier in this chapter. As also mentioned, this

will lead to the oil being spread over a larger volume of water, due to cur-

rent shear and horizontal transport and mixing. Smaller droplets give rise to

faster dissolution and faster biodegradation of the oil, potentially decreasing

the overall lifetime of contamination after the spill. However, one should

also be aware that applying dispersants does not remove the oil, even if it is

less visible. Dispersant application can reduce the potential impact to sea

birds, mammals, and shoreline habitats, but at the cost of potentially

increasing the impact on marine life in the water column, as well as benthic

species.

4.5 Eulerian model of vertical mixing

Calculating in the Eulerian picture means to consider concentrations at a set

of points (or in a set of cells), and looking at how the concentrations in those

points change with time. Solving a partial differential equation (PDE), such

as the advection�diffusion equation, for a discrete grid of points, is an

example of an Eulerian calculation. For different reasons, which will be

described in more detail in Section 4.6, it is not very common to solve oil

spill problems in the Eulerian picture. Nevertheless, some background infor-

mation on the Eulerian picture is very useful, as this forms the starting point

for the Lagrangian, particle based approach of oil spill modeling.

4.5.1 Advection�diffusion equation

The change in concentration, along the vertical dimension, of oil droplets

that rise due to buoyancy and are mixed due to ocean turbulence, is com-

monly modeled as an advection�diffusion problem. Assuming the droplets

to rise with a constant, terminal velocity, vb, and that the spatially dependent

diffusivity can be expressed as a function of depth and time, Kðz; tÞ, the
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concentration of droplets as a function of space and time, Cðz; tÞ, is described by

@C

@t
5

@

@z
K
@C

@z

� �
2 vb

@C

@z
: ð4:28Þ

If we have vb 5 0 and Kðz; tÞ. 0, then this equation is simply the diffu-

sion equation (also known as the heat equation). For simple geometries and

initial conditions, analytical solutions are known for many cases, in particu-

lar if Kðz; tÞ is a constant (see e.g., Carslaw & Jaeger, 1959). With vb 6¼ 0

and Kðz; tÞ5 0, Eq. (4.28) becomes the advection equation, which describes

the transport of a concentration profile, without diffusion. For the special

case of constant vb, the advection equation in one dimension describes a con-

centration profile that moves at a speed of vb, without changing its shape.

For practical applications, it is usually not possible to find analytical

solutions to Eq. (4.28). In such cases, a range of numerical solution techni-

ques exist. For details, the interested reader is referred to the wide range of

literature on the topic of numerical solutions of PDEs (see, e.g.,

Hundsdorfer, 2003; Pletcher, 2013; Versteeg, 2007).

4.5.2 Boundary conditions

In oil spill modeling, it is essential to distinguish between surface oil and

submerged oil. Surface oil is not only distinguished by being located at zero

depth, but also by the fact that surface oil is not subject to vertical mixing

due to the turbulence in the water column. The idea behind this is that sub-

merged oil is found in the form of droplets, which are surrounded by water

and thus subject to turbulent motion. Surface oil, on the other hand, is pres-

ent in the form of continuous patches of different sizes. In order to submerge

oil from a patch or slick at the surface, some high-energy event, such as a

breaking wave, is required to break the surface tension of the oil. The oppo-

site process, that is, surfacing, is usually calculated from the buoyant rise

speed of the oil droplets. Oil that reaches the surface due to buoyancy may

leave the water column and merge with the surface slick. This makes oil

behave differently than, for example, buoyant fish eggs, as these do not “get

stuck” at the surface in the same way (Sundby & Kristiansen, 2015).

One way to model this behavior of oil is to assume that the concentration

in the water column is described by the advection�diffusion equation, with a

partially absorbing boundary at the surface. In particular, the boundary at the

surface should enforce zero diffusive flux, while allowing the advective flux

due to buoyancy to leave the water column through the boundary at the sur-

face. The oil that has left the water column in this manner is then counted as

part of the surface oil. The physical rationale for this choice of boundary

conditions is that higher buoyancy (due to either larger droplets or less dense

oil) does lead to faster surfacing, while higher diffusivity does not lead to

faster surfacing.

114 Marine Hydrocarbon Spill Assessments



The advective and diffusive fluxes are given by:

jAðz; tÞ5wCðz; tÞ; ð4:29aÞ

jDðz; tÞ52Kðz; tÞ @Cðz; tÞ
@z

; ð4:29bÞ

where Eq. (4.29b) is commonly known as Fick’s law (see, e.g., Csanady,

1973, p. 4). Hence, a no-diffusive-flux boundary condition at z5 0 can be

enforced by requiring

@Cðz; tÞ
@z

z50 5 0:


 ð4:30Þ

Another option for modeling the surfacing of oil is to consider the surfac-

ing process as a loss term in the PDE (also known as a sink), where oil that

is sufficiently close to the surface is simply removed at a rate that would typ-

ically be calculated from the rise speed of the oil droplets. See Tkalich and

Chan (2002) for an example of this approach. Note that the same rate of sur-

facing can be modeled in both approaches.

When considering a finite water depth, the boundary at the bottom should

also be reflecting for the diffusion step. As long as the oil considered is posi-

tively buoyant, the advective flux through the bottom will necessarily remain

zero. In advanced oil spill models, interaction with seabed sediments of dif-

ferent types through a turbid bottom layer may be included, where adhesion

of oil to sediments is explicitly modeled. One may also wish to account for

the possibility of sinking droplets of oils that are denser than water settling

onto the sediment.

4.5.3 Source term for entrainment of oil

In the scheme described above, the concentration of submerged oil in the

water column is described by the advection�diffusion equation (Eq. (4.28)).

In this case, we may model the entrainment of oil by adding a reaction term

to Eq. (4.28), which adds oil at certain depths. For example, if oil is

entrained at rate QðtÞ (units mass per time), and distributed evenly across a

depth interval ranging from Hmin to Hmax, we have

@C

@t
5

@

@z
KðzÞ @C

@z

� �
2 vb

@C

@z
1Rðz; tÞ; ð4:31aÞ

where

Rðz; tÞ5 Q=L if Hmin , z,Hmax

0 otherwise
;

�
ð4:31bÞ

where L5Hmax 2Hmin.
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4.5.4 Modeling a droplet size distribution

An important point in oil spill modeling is the concept of a droplet size distribu-

tion, as discussed in Section 4.3.1. As oil is submerged due to breaking waves,

a range of droplet sizes are produced, and these will have a different fate in the

water column. Not only does the droplet size strongly influence the rise speed

(see Section 4.4.1) but also dissolution and biodegradation are affected by the

droplet size, due to the change in surface area relative to volume.

To capture the effect of droplet size on rise velocity in an Eulerian

model, one needs to separate the submerged oil into discrete droplet size

classes and solve one advection�diffusion equation for each size class. No

exchange between droplet size classes is necessary for the submerged oil,

but the source term (Eq. (4.31b)) must be modified such that the correct pro-

portion of the submerged oil is inserted into each size class.

4.5.5 The well-mixed condition

The well-mixed condition (WMC), described by Thomson (1987), states that

a passive (i.e., neutrally buoyant) tracer that is initially well mixed must

remain well mixed while undergoing diffusion. This holds regardless of the

shape of the diffusivity profile and provided of course that the tracer cannot

escape through domain boundaries or similar. The WMC follows directly

from the diffusion equation for a concentration, Cðz; tÞ:
@C

@t
5

@

@z
KðzÞ @C

@z

� �
: ð4:32Þ

If @zCðz; tÞ5 0 everywhere (including at the boundaries), then the right-

hand side of Eq. (4.32) is 0, and hence there will be no change in concentra-

tion as time passes.

In Eulerian modeling of diffusion, it is fairly straightforward to ensure

that the WMC is satisfied. In Lagrangian modeling, on the other hand, this is

not always trivial. However, as stated by Thomson (1987), the WMC is a nec-

essary (though not sufficient) condition for a Lagrangian scheme to be consis-

tent with the diffusion equation. We will return to this point in Section 4.6.

4.6 Lagrangian modeling of vertical mixing

In oil spill modeling, the most common approach to simulating the transport

and mixing of oil at sea is to represent the oil as numerical particles, also

called Lagrangian elements (or sometimes “spillets”). These numerical parti-

cles move with the current, rise or sink according to their buoyancy, and

move randomly to account for turbulent mixing. When a large number of

Lagrangian elements is simulated, their distribution may be used to approxi-

mate the concentration field of a substance, such as oil.
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In this section, we describe some of the theory behind the use of particles

to model an advection�diffusion problem, and some conditions that must be

satisfied in order for this approach to be equivalent to the Eulerian approach

described above. We also give numerical schemes for the transport and mix-

ing, the boundary conditions, and the entrainment.

The link between the diffusion equation and the distribution of a collec-

tion of randomly moving particles have been known for a long time. More

than 100 years ago, Einstein (1905) showed that the random motion of

Brownian particles (e.g., tiny pollen grains suspended in water) caused them

to spread out in accordance with the diffusion equation on long time scales.

A few years later, Langevin (1908) presented a differential equation for the

movement of Brownian particles, based on Newton’s second law with a sto-

chastic force term.

Since then, the mathematical field of stochastic differential equations

(SDEs) has been developed further and has put these results on a more solid

theoretical foundation. In the following, we shall only use a few elements of

the theory of SDEs, but references to further reading will be given where

relevant.

4.6.1 Modeling vertical diffusion as a random walk

Diffusion in a Lagrangian model is described by a random walk, that is, a

random displacement of particles at each timestep. More formally, a random

walk is an example of an SDE, which is a differential equation that includes

one or more random terms. A general one-dimensional SDE with one noise

term is written

dz5 aðz; tÞ dt1 bðz; tÞ dWt; ð4:33Þ
where aðz; tÞ is called the drift term, bðz; tÞ is called the diffusion term or

noise term, and dWt are the random increments of a standard Wiener process,

WðtÞ (Kloeden & Platen, 1992, p. 40).

To solve this equation numerically, we first introduce a discrete time,

tn 5 t0 1 nΔt; ð4:34Þ
and then we seek a scheme to calculate the next position, zn11, given the

position, zn, at time tn. Numerous numerical schemes for SDEs exist, the

simplest of which is the Euler�Maruyama scheme (Kloeden & Platen, 1992,

p. 305; Maruyama, 1955). In this scheme, the iterative procedure for inte-

grating Eq. (4.33) reads

zn11 5 zn 1 aðzn; tnÞΔt1 bðzn; tnÞΔWn; ð4:35Þ
where zn is the position at time tn, and ΔWn is a random number drawn from a

Gaussian distribution with zero mean, hΔWi5 0, and variance hΔW2i5Δt.
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For our purposes, it can be shown that if one solves the following SDE

for a large number of particles,

dz5 ðw1K 0ðzÞÞ dt1
ffiffiffiffiffiffiffiffiffiffiffi
2KðzÞ

p
dWðtÞ; ð4:36Þ

then their distribution will develop according to the advection�diffusion

equation (Eq. (4.28)), with advection w, and diffusivity KðzÞ. Additionally, in
Eq. (4.36),

K 0ðzÞ5 @K

@z





z
: ð4:37Þ

See Appendix A for details on how to derive Eq. (4.36) from Eq. (4.28).

If we let the advection term be equal to the rise speed due to buoyancy,

w5 vb, and discretize Eq. (4.36) with the Euler�Maruyama scheme, we

obtain

zn11 5 zn 1 ðvb 1K 0ðznÞÞ Δt1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2KðznÞ

p
ΔWn: ð4:38Þ

This equation is a discrete formulation of the transport equation for numeri-

cal particles. A similar expression may be used for the horizontal directions.

Some variant of this equation is commonly seen in papers on numerical oil

spill modeling. Note, though, that it is also quite common to see this equa-

tion without the term K 0ðznÞΔt, in which case it is not consistent with the

advection�diffusion equation (except in the special case where K is a con-

stant). See Section 4.7.1 and Nordam, Nepstad, Litzler, and Röhrs (2019) for

further details.

Just as for Ordinary Differential Equations (ODEs), a range of different

numerical schemes exist for solving SDEs such as Eq. (4.36). For a review

of several different schemes in the context of marine particle transport, see

Gräwe (2011) and Gräwe et al. (2012). The interested reader should also

refer to the general SDE literature such as the classic work by Kloeden and

Platen (1992). See also Section 4.9.1.

Note that by describing the theory for vertical transport separately, we

have implicitly assumed that the vertical motion can be treated independently

of the horizontal motion, at least within a timestep. This is usually a fair

assumption, as discussed in the next section. However, for a more general

treatment, including iso- and diapycnal diffusivity (which leads to a nondia-

gonal diffusivity tensor, K, if the isopycnals are not horizontal), see

Spivakovskaya, Heemink, and Deleersnijder (2007b).

4.6.2 Vertical timestep

Regarding the choice of timestep, it will in many cases make sense to have a

far shorter timestep for the vertical motion in an oil spill model, than for the

horizontal motion. Among the reasons for this is that available ocean data
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usually have a far higher resolution in the vertical direction than in the hori-

zontal and that diffusivity gradients tend to be both sharper and more persis-

tent in the vertical direction. Hence, inaccuracies in the vertical transport

step can lead to systematic errors in the vertical distribution of oil, which in

turn can lead to errors in, for example, the prediction of surface signature.

See Section 4.7 for some relevant examples.

Visser (1997) wrote down a criterion for the length of the timestep, which

is based on the requirement that the diffusivity profile should be approximately

linear over the typical length of a random step. If this criterion is satisfied, the

WMC (see Section 4.5.5) should be reasonably well satisfied. He obtained

Δt{min
1

K 00ðzÞ










 ð4:39Þ

where the minimum is to be taken over the entire water column, and K 00ðzÞ is
the second derivative of KðzÞ with respect to z. (Note that Visser did not take

the absolute value, but this is clearly an omission since K 00ðzÞ can be nega-

tive.) According to Gräwe et al. (2012, Section 3.4), it is commonly agreed

that the timestep should be at least one order of magnitude smaller than the

limit in Eq. (4.39).

It is worth noting that if K 00ðzÞ is not finite everywhere, for example

because KðzÞ is a step function, or is a piecewise linear function with discon-

tinuous first derivative, then the Visser timestep condition can never be satis-

fied. Fundamentally, this problem stems from the fact that the equivalence

between the advection�diffusion equation and the random walk described

by Eq. (4.36) requires both the drift and diffusion coefficients in Eq. (4.36)

to be continuous. See Appendix A for further details.

4.6.3 Boundary conditions

As was discussed in Section 4.5.2, it is common in oil spill modeling to treat

the boundary at the surface differently for diffusion and advection (advection

here refers to the buoyant rise of droplets). In a Lagrangian model, this is

straightforward to achieve by separating the advection term and the diffusion

term in Eq. (4.36) into two separate steps. During each timestep, each parti-

cle is first displaced randomly due to diffusion, reflected from the surface or

sea floor, moved upward due to buoyancy, and finally removed from the

water column if the buoyancy brought it above the surface.

This scheme can be formulated as the following series of operations car-

ried out for each particle, during each timestep, in order to update the posi-

tion, z. We here consider a water column of finite depth H (depth positive

downward) and a particle rising with a constant terminal speed vb.

Step 1: Displace particle randomly

z-z1K 0ðzÞΔt1
ffiffiffiffiffiffiffiffiffiffiffi
2KðzÞ

p
ΔW : ð4:40aÞ
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Step 2: Reflect from boundaries

z-
2z if z, 0

2H2 z if z.H

z otherwise:

8<
: ð4:40bÞ

Step 3: Rise due to buoyancy

z-z2 vbΔt: ð4:40cÞ
Step 4: Set depth to 0, if above surface

z-
0 if z# 0

z otherwise:
:

�
ð4:40dÞ

A particle that reaches the surface in Step 4 is removed from the water

column and considered “surfaced,” corresponding to the droplet merging

with a continuous surface slick. It will then take energy in the form of break-

ing waves to reintroduce surfaced oil into the water column. In that case, a

fifth step is also carried out at each timestep:

Step 5: If a particle is considered surfaced, it is resuspended with proba-

bility p5 12 e2Δt=τ , in which case it is assigned random droplet size and

depth, drawn from suitable distributions.

In Step 5, Δt is the timestep, and the lifetime, τ5 1=α, is calculated from

the entrainment rate, α (where α, with units time21, is the decay rate of the

amount of surface oil; see Eq. 4.13). Note that steps 1 to 4 are applied to all

particles in the water column (i.e., those particles that are not part of the sur-

face slick), while step 5 is applied to all particles that are part of the slick.

The particle scheme described by steps 1 to 5 is equivalent to Eulerian

modeling of the advection�diffusion equation with a Neumann boundary

condition at the surface, enforcing zero diffusive flux, while allowing an

advective flux (Nordam, Kristiansen, Nepstad, & Röhrs, 2019).

4.7 Some examples and pitfalls

In this section, we describe some example calculations and pay particular

attention to some common mistakes that should be avoided.

4.7.1 Naı̈ve random walk

In the case of constant diffusivity, K, the random walk given by Eq. (4.36)

simplifies to

dz5 vb dt1
ffiffiffiffiffiffi
2K

p
dWðtÞ: ð4:41Þ

or discretized with Euler�Maruyama

zn11 5 zn 1 vbΔt1
ffiffiffiffiffiffi
2K

p
ΔWn: ð4:42Þ
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However, if K is a function of position, Eq. (4.41) is not consistent with

the advection�diffusion equation and gives unphysical results where a net

transport away from regions of high diffusivity is seen (Holloway, 1994;

Hunter, Craig, & Phillips, 1993; Visser, 1997). The difference between the

two schemes is the term K 0ðzÞΔt in Eq. (4.36), which is known as the pseu-

dovelocity term (Lynch et al., 2014, p. 125).

In oil spill modeling, it seems fairly common to use the random walk

scheme described by Eq. (4.42), even in combination with spatially variable

diffusivity. In, for example, the plankton modeling community, the impor-

tance of using a consistent random walk appears to have been well known

for two decades, with a particularly clear account of this issue being that of

Visser (1997). In what follows, we will use the terminology of Visser and

refer to Eq. (4.42) as the naı̈ve random walk.

An investigation of this issue in the context of oil spill modeling is pre-

sented in Nordam, Nepstad, Litzler, and Röhrs (2019), where it is found that

use of the naı̈ve random walk scheme may lead to both over- and underpre-

diction of the amount of surface oil, compared to the consistent random walk

scheme (Eq. (4.36)). The difference depends on the nature of the diffusivity

profile, as well as the relevant droplet size distribution.

An example is shown in Fig. 4.3, where initially evenly distributed neu-

trally buoyant tracers have been modeled with the naı̈ve scheme (Eq. (4.42)),

we observe that the initially constant concentration profile breaks down and

the tracers start to accumulate in the regions of low diffusivity. While the
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FIGURE 4.3 Concentration of initially well-mixed neutrally buoyant tracers, simulated with

the naı̈ve scheme (Eq. (4.42)), shown after different times. The number of particles is

Np5 1,000,000, the timestep is Δt5 300 s, and concentration is calculated by bin count in

100 bins of width 1 m each.
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example here uses neutrally buoyant particles, it is clear that this effect can

lead to errors in modeling, for example, the surfacing of small oil droplets.

4.7.2 Step-function diffusivity

Due to the difficulty of obtaining good data on the vertical diffusivity in the

water column, simple schemes are sometimes used. For example, a step-

function diffusivity profile may represent the well-known fact that diffusivity

tends to be higher in the mixed layer and lower below the pycnocline. An

example of such a step-function profile used in oil spill modeling is found in

De Dominicis et al. (2016, Section 6.3):

KðzÞ5 1022m2s21 if z, 30 m

1024m2s21 otherwise
;

�
ð4:43Þ

where depth is positive downward. The diffusivity profile is illustrated in the

left panel of Fig. 4.4.

It is clear that with this diffusivity profile, the Visser timestep criterion

(Eq. (4.39)) can never be satisfied, and thus we cannot expect the WMC to

be satisfied, regardless of the timestep. The problem can be understood intui-

tively by realizing that particles that are in the high-diffusivity region, but

close to the transition depth to low diffusivity, have a good probability to

make a relatively large jump into the region of low diffusivity. Once there,

however, it would take this particle a large number of steps to return to the
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FIGURE 4.4 Concentration of initially well-mixed neutrally buoyant tracers, shown after dif-

ferent times. The number of particles is Np5 10,000,000, the timestep is Δt5 600 s, and con-

centration is calculated by bin count in 100 bins of width 1 m each.
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region of high diffusivity. The net result is that the particles tend to accumu-

late in the region of low diffusivity, in violation of the WMC.

The results of a numerical test of the WMC are shown in the right panel of

Fig. 4.4. Neutrally buoyant particles have been initially evenly distributed across

the water column, down to a depth of H5 100 m. A reflecting boundary condition

has been used at the surface z5 0ð Þ, and at the bottom z5Hð Þ. Concentration
profiles are shown for different times, and it is clear that the particle count in the

high-diffusivity region is depleted, for the reason described above. As described in

the discussion of the WMC in Section 4.5.5, the correct solution to the diffusion

equation in this case is that the concentration should remain constant.

While this example uses neutrally buoyant tracer particles, it is clear that

this behavior would also be a problem in an oil spill simulation. The effect

of using this diffusivity profile is a net downward displacement of particles,

which leads to reduced surfacing rates in an oil spill model, particularly for

small droplets with slow rise speeds.

We note that with this diffusivity profile, we have K 0ðzÞ5 0 everywhere,

except at z5 30 m, where the derivative of K is a Dirac delta-function.

Hence, the naı̈ve random walk (Eq. (4.42)) and the corrected random walk

(Eq. (4.36)) are identical in this case, except in a single point, and the inclu-

sion of the pseudovelocity term does not compensate for the spurious down-

ward drift caused by the diffusivity profile.

We will now describe two approaches to avoid this problem. The first

can be said to be a “workaround,” that modifies the diffusivity function to

make it into a smooth approximation of a step function, while the second

approach uses a different numerical scheme to solve the SDE for diffusion.

The “workaround” to simulating this problem would be to replace the

step-function diffusivity with a smooth sigmoid function with the same

asymptotic values as the step function. In particular, the step function

KðzÞ5 K0 if z, z0
K1 otherwise

;

�
ð4:44Þ

can be approximated as

KðzÞ5K0 1
K1 2K0

11 e2aðz2z0Þ ; ð4:45Þ

where the value of the parameter a determines the sharpness of the transition.

By using a diffusivity profile given by Eq. (4.45), with large values of a,

true step-function diffusivity can be approximated arbitrarily well. If this is

done in combination with a timestep that satisfies the Visser criterion

(Eq. (4.39)), one can make sure the WMC is satisfied. For the sigmoid diffu-

sivity profile given by Eq. (4.45), the Visser timestep criterion becomes

Δt{
ffiffiffi
3

p

18
U

1

a2ðK0 2K1Þ










: ð4:46Þ
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As mentioned in Section 4.6.2, the timestep should be kept at least an

order of magnitude below this limit. This may make the timestep impracti-

cally short if a large value of a is chosen.

Another approach, which may be more efficient numerically, is to use the

step-function diffusivity directly, but with a different numerical scheme for

solving the SDE (Eq. (4.36)). Spivakovskaya, Heemink, and Deleersnijder

(2007a) describe an alternative to the Euler�Maruyama scheme, which they

call the backward Itô scheme. In this scheme, the position, zn11, of a particle

at time tn11 is given from its position zn, at time tn, by

~zn 5 zn 1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2KðznÞ

p
ΔWn; ð4:47aÞ

zn11 5 zn 1 vb Δt1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Kð~znÞ

p
ΔWn; ð4:47bÞ

where ΔWn is the same realization of a Gaussian random variable with zero

mean and variance hΔW2
n i5Δt in both Eqs. (4.47a) and (4.47b). Hence, the

net effect is to make a “trial step,” to a position ~zn, and then use the diffusiv-

ity at that point, Kð~znÞ, in the real step. With the backward Itô scheme, the

WMC is satisfied for a step-function profile. However, the backward Itô

scheme does not work as well as Euler�Maruyama for, for example, contin-

uous, piecewise linear diffusivity functions. Experimentation is encouraged

to verify that a chosen combination of diffusivity profile, numerical scheme,

and timestep satisfies the WMC to acceptable accuracy.

4.7.3 Linearly interpolated diffusivity

Many ocean models provide eddy diffusivity as output, along with current,

temperature, salinity, etc. If diffusivity is available, it can be used to drive

the random walk, but care should be taken in the interpolation of the data. In

particular, it is clear that the Visser timestep condition (Eq. (4.39)) can never

be met if linear interpolation is used, as this will give a diffusivity profile

that has piecewise constant first derivative, and hence a delta-function sec-

ond derivative at each node in the interpolation.

As an example, we have carried out a test of the WMC for a piecewise linear

diffusivity profile, as shown in the left panel of Fig. 4.5. While this profile is of

course somewhat artificial, it has some realistic features, in that the diffusivity

goes down toward the surface and has a minimum at some value representing the

pycnocline (see, e.g., Gräwe et al., 2012 for a thorough discussion of the problem

of a sharp pycnocline). A passive tracer represented by Np5 100,000,000 parti-

cles was initially evenly distributed throughout the water column, down to a

depth of 100 m. Reflecting boundaries were used at the bottom and surface.

In the right panel of Fig. 4.5, concentration profiles are shown for different

time points. The results clearly indicate that there are deviations from constant

concentration at the minima of the diffusivity profile, as well as below 60 m

depth, where the diffusivity is constant. The degree to which this happens
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depends on the timestep, as well as the diffusivity profile, and a sufficiently

short timestep will in practical applications remove the problem. Nevertheless,

this demonstrates that unexpected things may happen if one uses linear inter-

polation of input data without checking that the WMC is satisfied.

4.7.4 Chemically dispersed oil in the mixed layer

The final case is included as an example of a situation where a one-

dimensional oil spill model may be of practical use. We consider an ideal-

ized situation where oil has been treated with surface dispersants and dis-

persed into the water column by means of mechanical energy, either through

waves, prop wash, water jetting, or other means. The question is then, for a

given droplet size, how long may one expect the oil to remain submerged. If

the oil stays submerged for a long time, the dispersant operation may be said

to have been successful.

In this idealized case, we will consider a single droplet size and a sig-

moid diffusivity profile giving a high diffusivity in the mixed layer, and a

low diffusivity below the pycnocline (see Section 4.7.2). In particular we

choose to use a diffusivity profile given by Eq. (4.45), with parameters

K0 5 13 1024m2=s, K1 5 13 1022m2=s, z0 5 20 m, and a5 2 m21. The dif-

fusivity profile is shown in the left panel of Fig. 4.6.

We consider two droplet sizes: 500 and 50 μm. Assuming an oil density

of 0.95 kg/L, and using Eq. (4.20) to calculate the rise speed, we get respec-

tively vb 5 5:4 mm=s and vb 5 0:072 mm=s.
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FIGURE 4.5 Concentration of initially well-mixed passive tracers, shown after different times.

The number of particles is Np5 100,000,000, the timestep is Δt5 600 s, and concentration is

calculated by bin count in 100 bins of width 1 m each.
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Before presenting simulation results, we will try to reason about what might

be expected to happen. A useful quantity to consider here is the Péclet number,

Pe5
vH

K
; ð4:48Þ

which gives the ratio between advective transport, and diffusive transport.

Note that in our case, v is the rise speed of the droplets, H is the thickness of

the mixed layer, and K is the (average) diffusivity in the mixed layer. If

Pec1, the transport is advection-dominated (advection here refers to the rise

speed of the droplets), and if Pe{1, the transport is diffusion-dominated.

With the parameters described above, we get Pe � 11 for the large droplets,

and Pe � 0:15 for the small droplets.

Based on these considerations, we can begin to reason about the outcome

of the dispersant operation, for the two droplet sizes we chose to look at. For

the larger droplets, the vertical transport will be dominated by the rise speed.

In the limit of zero diffusivity, the droplets will simply rise to the surface at

their terminal velocity, vb. If we assume an initial amount Q0 of submerged

oil, evenly distributed down to a depth L, then the amount of oil that remains

submerged at time t is simply given by

QðtÞ5Q0 12 t
vb

L

� �
; 0, t, L=vb: ð4:49Þ

When t5 L=vb, all the oil droplets have had time to reach the surface,

and there is no submerged oil remaining. While the diffusivity will never be

zero in a real case, we will see later that Eq. (4.49) provides a reasonable

approximation if Pec1.
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FIGURE 4.6 Left panel: Diffusivity as a function depth. Middle panel: Oil concentration, as a func-

tion of depth, for a droplet diameter of 500 μm. Right panel: The same, for a droplet diameter of 50 μm.
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For the small droplets, transport is diffusion-dominated. Hence, they will

be evenly distributed throughout the mixed layer, even if they were only ini-

tially entrained a short distance. Furthermore, the diffusivity in the mixed

layer is sufficient to keep the remaining submerged droplets evenly distrib-

uted, even as the surfacing begins. We conclude that the fraction of sub-

merged droplets that will surface during an interval Δt, is given by vbΔt=H,

where H is the thickness of the mixed layer. When a constant fraction resur-

faces during an interval, we have a first-order decay process. If the initial

amount of submerged oil is Q0, then the remaining submerged oil is given by:

QðtÞ5Q0e
2t=τ ; τ5H=vb: ð4:50Þ

Thus, we find that in addition to the difference in rise speed, there is also

another difference that is relevant between advection-dominated transport

(large droplets) and diffusion-dominated transport (small droplets), and that

is the length scale. For large droplets, the entrainment depth is important,

while for small droplets, the thickness of the mixed layer is important.

We will now look at some numerical simulation results. For both droplet

sizes, we assume that the oil is initially evenly distributed down to a depth

of L5 10 m. We run simulations using Np5 100,000 particles. For the diffu-

sivity profile described above, the Visser timestep limit (Eq. (4.39)) gives

Δt{42 s, and hence we choose Δt5 2 s.

In Fig. 4.6, the concentration of oil droplets is shown as a function of

depth, for different times. We observe that the large droplets rise quickly to

the surface and are not mixed any deeper than the initial depth of L5 10 m.

For the small droplets, we observe that they fairly quickly mix down to the

pycnocline, and that the concentration thereafter remains approximately con-

stant with depth throughout the mixed layer.

Fig. 4.7 shows the remaining fraction of submerged oil as a function of

time. Additionally, the idealized time developments given by Eqs. (4.49) and

(4.50) are shown as a dashed lines.

The purpose of this example is to illustrate some special cases that may

help provide some simple guidelines to reason about the outcome of a surface

dispersant operation. In particular, we observe that if we assume Pec1, then

the time for the oil to surface is largely governed by the entrainment depth

and the rise velocity. On the other hand, if Pe{1, then the time development

is determined by the depth of the pycnocline and the rise velocity. The diffu-

sivity does not appear in either case, other than in the estimation of Pe.

Finally, we note that it is of course not realistic to consider the entrain-

ment and surfacing of oil as a purely one-dimensional problem over a period

of several days, as in the right panel of Figs. 4.6 and 4.7. During this time,

the oil will certainly be subject to horizontal advection and diffusion. This is

of course precisely the goal of a surface dispersant operation, and such an

operation will probably be said to be successful if the majority of the oil

may be expected to remain submerged for several days.
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4.8 Example cases

From the discussion in the preceding sections, it should be clear that the ver-

tical movement of oil in the water column is an interplay between different

effects. Entrainment moves oil from the surface, and into the water column.

Buoyancy transports oil upward, and eventually to the surface, at a rate that

is dependent on the droplet size distribution (which in turn depends on the

conditions during entrainment).

Turbulent mixing tends to distribute the oil in the vertical. While this dif-

fusion process does not itself have a preferred direction, the net effect can

still be to move the center of mass of a concentration profile either up or

down, due to the reflecting boundary at the surface, vertical variation in dif-

fusivity, and dependence on initial conditions.

In breaking wave conditions, there will always be some entrainment of

surface oil. Hence, some fraction of the oil will be submerged at any time,

and some fraction will remain at the surface. The fraction at the surface will

depend on wave conditions, vertical diffusivity in the subsurface, and the

state of the oil (since droplet size distribution depends, among other things,

on the viscosity of the oil). The surface fraction will change with time even

if the wave conditions remain constant, as the oil weathers, and since the

smaller droplets may remain submerged for a very long time.

It is clear that even though oil is typically buoyant, it is quite possible for

the majority of the oil in a surface spill to be transported in the subsurface,
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FIGURE 4.7 Left panel: Submerged fraction of oil, as a function of time, for a droplet diame-

ter of 500 μm. The idealized time development given by Eq. (4.49) is shown as a dashed line.

Right panel: The same, for a droplet diameter of 50 μm. The idealized time development given

by Eq. (4.50) is shown as a dashed line.
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in a state of dynamic equilibrium between entrainment and resurfacing. As

discussed in the introduction, the vertical distribution of oil may have signifi-

cant impact on horizontal transport, due to current shear effects. The aim of

this section is to provide some examples of real oil spill scenarios where the

vertical distribution of oil is of particular importance to the horizontal

transport.

4.8.1 The 1993 Braer oil spill

On January 5, 1993, MV Braer ran aground within 100 m of the coast of

Shetland (Reed et al., 1999) during a storm. It was carrying 85,000 tons of

Gullfaks crude oil, which was released into the ocean over a period of sev-

eral days (M. Spaulding, Kolluru, Anderson, & Howlett, 1994). During the

event, model forecasts were made available but failed to accurately predict

the movement of the oil (Turrell, 1994, 1995). Later, several hindcast model-

ing studies were made (see, e.g., Proctor, Elliot, & Flather, 1994; M.

Spaulding et al., 1994; Turrell, 1994).

While the wind was mainly flowing toward the northeast, much of the oil

moved toward the south, with oil found in the sediments up to 100 km to the

south of the spill site (Proctor et al., 1994). One explanation would be that

the relatively light Gullfaks crude dispersed as small droplets in the strong

winds present during the spill, causing a large fraction of the spilled oil to be

transported toward the south by the subsurface currents. An additional rele-

vant mechanism is that of oil-mineral aggregation (which has not been dis-

cussed in this chapter), which may cause oil to sink when associated with

high-density mineral particles.

4.8.2 The 2011 Golden Trader oil spill

On September 10, the bulk carrier MV Golden Trader collided with a fishing

vessel off the north-west coast of Denmark. There were no casualties, but

some bunker fuel was spilled from MV Golden Trader. The amount was

later estimated at 150 tons. During the first 2 days after the spill, approxi-

mately 50 tons of oil were collected by Danish response vessels. After this,

the wind picked up, and no further observations of oil were reported until

September 15, when oil reached the Swedish shore. On September 16, it

became clear that a significant amount of oil (estimated amount 25�30 tons)

had beached (Transport Malta, 2012).

The distance from the release point to the site of the beaching is more

than 250 km. Only approximately 15 km of the shoreline was heavily oiled

(ITOPF, 2011). Combined with the fact that beaching appears to have

occurred over a period of half a day or more, this indicates that the slick

may have been elongated in the wind direction and relatively narrow in the

cross-wind direction as discussed by Johansen (1982) and Elliott (1986).
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To the best of our knowledge, no detailed hindcast of this incident has

been published. Such a hindcast would however be an interesting exercise. It

seems likely that a number of model processes will impact the arrival time

of the oil and the site of the beaching, including droplet size distribution,

vertical mixing, and possibly Stokes’ drift (Broström, Drivdal, Carrasco,

Christensen, & Mattsson, 2014).

4.9 Advanced topics and further reading

Historically, the mathematical and technical details of Lagrangian particle

schemes have received limited attention in papers on oil spill modeling (see,

e.g., Nordam, Nepstad, Litzler, & Röhrs, 2019 and references therein). A chal-

lenge is that the mathematical literature on SDEs is often very technical and

not very accessible to nonspecialists. However, there exists a large body of

work on the modeling of plankton, fish eggs, sediment particles, atmospheric

dispersion, etc., where these schemes are treated more rigorously that what is

commonly seen in the oil spill modeling literature. Much of this work is for-

mulated in terms of familiar concepts from applied oceanography and may be

more or less directly applied to the transport part of oil spill modeling.

In this section, we discuss some advanced topics and recommend some

further reading for those who are interested in the details of these topics.

4.9.1 Higher-order stochastic differential equation solvers

Earlier, we used the Euler�Maruyama scheme to discretize Eq. (4.36),

obtaining the following iterative scheme for particle positions:

zn11 5 zn 1 ðw1K 0ðznÞÞΔt1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2KðznÞ

p
ΔWn:

However, just like the Euler scheme is the simplest, and least accurate,

solver for ordinary differential equations, so the Euler�Maruyama scheme is

the simplest and least accurate SDE solver. Switching to higher-order

schemes should in principle give improved accuracy at the same timestep or

reduce computational effort by allowing a longer timestep to be used.

For SDE schemes, two types of convergence exist: weak and strong.

Convergence in the weak sense means that for a large number of particles, the

distribution of particles will converge toward the true distribution (which may

or may not be known) as the timestep goes to zero. Technically, weak conver-

gence is expressed in the following way: If, for a numerical SDE scheme, and

for sufficiently short timesteps Δt, there exists a constant C, such that

jh f ðzNÞi2 h f ðzðtNÞÞij,CΔtγ; ð4:51Þ
then the scheme is said to have order of convergence γ in the weak sense.

Here, zN is the numerical approximation at time tN , and zðtNÞ is the true
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solution at the same time, and the angle brackets indicate ensemble average

over many independent particles. The functions f are continuous functions

that have polynomial growth and are at least 2ðγ1 1Þ times differentiable.

Since this class of functions includes all the integer powers of z, it follows

that the moments of the distribution converge if the scheme converges in the

weak sense. As any distribution is uniquely defined by its moments, this

means that the modeled distribution converges to the true distribution.

Convergence in the strong sense is also called pathwise convergence. If,

for a numerical SDE scheme, and for sufficiently short Δt, there exists a

constant C, such that

hjzN 2 zðtNÞji,CΔtγ; ð4:52Þ
then the scheme is said to have order of convergence γ in the strong sense.

The Euler�Maruyama scheme has orders of convergence 1/2 in the

strong sense and 1 in the weak sense. Higher-order schemes exist, but the

complexity of the schemes grows fast as the order increases. An example of

a higher order scheme is the first-order Milstein scheme, which has order of

convergence 1, in both the strong and the weak sense (see, e.g., Kloeden &

Platen, 1992, p. 345). Applied to our SDE for advection�diffusion problems

(Eq. (4.36)), the first-order Milstein scheme yields

zn11 5 zn 1 ðw1K 0ðznÞÞΔt1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2KðznÞ

p
ΔWn 1

1

2
K 0ðznÞðΔt2ΔW2

n Þ: ð4:53Þ

Gräwe et al. (2012) argue that in some cases, the Euler�Maruyama

scheme is simply inadequate, even with very short timesteps. The example

they give is that of a strong, sharp pycnocline where the diffusivity will drop

almost to zero at the steepest point of the density gradient. In such a case,

passive tracers should cross the pycnocline very slowly, a behavior that is

modeled far more accurately by the first-order Milstein scheme, due to its

higher order of convergence in the strong sense.

For a clear and readable presentation of a range of numerical SDE

schemes, with a view to marine particle tracking applications, the interested

reader is referred to Gräwe (2011) and Gräwe et al. (2012). Note however

that some of the schemes have been found to contain small mistakes; hence,

it is also advisable to consult other sources prior to implementation, for

example, the classic work by Kloeden and Platen (1992).

4.9.2 Autocorrelated velocity or acceleration

Implementing a random walk scheme that makes random displacements at

each timestep, with no correlation in time, makes the implicit assumption

that a moving particle can instantly change its velocity. This may seem

unreasonable. Furthermore, when very short timesteps are used we find that
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particle speed becomes arbitrarily large, since the average step-length is pro-

portional to
ffiffiffiffiffiffiffiffiffiffiffiffi
2KΔt

p
, and we have

lim
Δt-0

ffiffiffiffiffiffiffiffiffiffiffiffi
2KΔt

p

Δt
5N ð4:54Þ

for any positive K. Note, however, that while these points sound unreason-

able from a physical point of view, there is no problem in using the random

walk scheme with short timesteps. Eq. (4.36) was derived to be consistent

with the advection�diffusion equation, and in the limit Δt-0, Np-N, the

distribution of particles will converge to correct distribution, almost surely2

(provided KðzÞ and K 0ðzÞ are sufficiently smooth functions).

In fact, the “infinite speed” of the particle is a feature that is built into

the model from the start: The Wiener process, WðtÞ, whose increments

appear in Eq. (4.36), has infinite total variation on any interval of nonzero

length (Brzeźniak & Zastawniak, 1999, pp. 157�158). The apparent problem

stems only from trying to extract a physically meaningful “speed” from a

model that does not contain the speed of the particle as a variable.

Nevertheless, it might in some cases be desirable to have a more physi-

cally realistic random walk model. Recall that what we have been calling

diffusivity is in reality a parameterization of mixing due to turbulence. If we

consider a neutral tracer in a field of turbulent eddies, it is clear that the

velocity at one instant will be at least somewhat correlated to the velocity a

short time later. This behavior can also be captured in numerical modeling.

Lynch et al. (2014) describe a hierarchy of random walk models with different

degrees of autocorrelation. The standard random walk that we have been consid-

ering so far is called AR0 in this hierarchy, as it has no autocorrelation in the dis-

placement at each step. (Note that the position of a particle does of course have

autocorrelation, as the position at time tn depends on the position at time tn21.)

The next level of the hierarchy is called AR1, where the displacement at

each step is related to the displacement at the previous step. In this scheme,

there is autocorrelation not only in the position of a particle, but also in its

velocity. This is in a way a more realistic model, as in reality, the movement

of a particle from one instant to the next is correlated, with the decorrelation

time being dependent on the turbulent fluctuations.

The original Langevin equation was formulated to describe Brownian

motion, that is, the apparently random motion of small particles in fluids,

caused by collisions with the molecules of the fluid (Langevin, 1908;

Lemons & Gythiel, 1997), and reads

m
d2x

dt2
52 6πμa

dx

dt
1X: ð4:55Þ

2. The term “almost surely” is used in the technical sense meaning “with probability 1.”
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Here, m is the mass of the particle, 26πμa dx
dt
is the drag force from the bulk

fluid, and X is a random force representing the collisions of molecules. Hence,

this is simply Newton’s second law, with a random component in the force.

Along the same lines, Lynch et al. (2014) write down a general equation

for an AR1 scheme as

d2z

dt2
1

1

τ
dz

dt
5 η; ð4:56Þ

where η is some random process acting as a forcing and τ is a timescale for

decay of the velocity if no forcing is applied. Written as a pair of coupled

first-order SDEs in standard notation, this becomes

dv52 v
1

τ
dt1 ηdWt;

dz5 vdt:

ð4:57Þ

In this model, there is a time correlation in the movement of the particle,

since the velocity will only change by a small amount between timesteps.

This is also called a “random flight.” It should be noted that an AR1 scheme

is fundamentally different from an AR0 scheme, in that it is not consistent

with the diffusion equation. And that is of course the argument for using this

schemes in the first place, since what we are trying to model is turbulent

mixing, and not pure diffusion.

AR1 schemes have a long history of usage in dispersion models for the

atmosphere (Thomson, 1987). However, comparisons between this and the

AR0 scheme have shown small differences in the far field (Wilson & Yee,

2007). This implies that differences in the results of an oil spill simulation

are unlikely to be substantial.

A review by M. L. Spaulding (2017) mentions regarding an AR1 scheme

that “[u]se of this higher order model is possible if one has accurate estimates

of the currents and dispersion,” but does not elaborate further. Recent papers

by Cui et al. (2018, 2020) solves the so-called Maxey�Riley equation, describ-

ing the inertia and drag forces on individual oil droplets due to turbulent

motion of the surrounding waters, and compares the results to a regular random

walk scheme. However, this work considers only small spatial scales under-

neath breaking waves, and the effects on larger scales are not investigated.

In conclusion, AR1 (or even higher order) schemes do not appear to be

commonly used in oil spill modeling. In addition to the slight increase in

mathematical and numerical complexity, a practical problem in using an

AR1 scheme is that one can no longer use the eddy diffusivity directly but

must instead obtain estimates of the parameters τ and η in Eq. (4.56). The

interested reader is referred to Lynch et al. (2014) and references therein, as

well as Duran (2016), Gillespie (1996), and the literature on atmospheric dis-

persion (see, e.g., Thomson, 1987; Wilson & Flesch, 1993).
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4.9.3 Reconstructing a concentration field from particles

As discussed in Section 4.6, our random walk scheme is in some sense

equivalent to the advection�diffusion equation. The link is that each particle,

at time tn, represents a sample from the distribution at that time, where the

distribution develops according to the advection�diffusion equation. If we

want to (approximately) reconstruct the distribution from the particles, there

are several different approaches, and which is most suitable may depend on

the application. We discuss these in one dimension in this section, but gener-

alization to several dimensions is natural.

The simplest approach is the so-called box count or bin count, which con-

sists of dividing the region of interest into discrete bins and counting the number

of particles in each bin. The concentration in each bin is then proportional to

that number, weighted by the particle mass if each particle represents a different

mass. This is exactly the same as a weighted histogram of particle positions.

We let our cells have constant size Δz, and define cell i by

ði2 1ÞΔz# z, iΔz. Furthermore, let particle j have position zj and represent

a mass mj. Then the concentration Ci in cell i, is given by

Ci 5
1

Δz

X
mj for all j such that i2 1ð ÞΔz# zj , iΔz; ð4:58Þ

where Np is the total number of particles. A natural question to ask is then how

the error in the concentration scales with the number of particles and the cell size.

We recall that the particle positions are essentially random samples, and

two simulations will in general give somewhat different concentration fields

due to this randomness. The difference between the true distribution (which

is usually unknown) and the reconstructed distribution based on Np samples

is called the sampling error. One may see from the Central Limit Theorem

(Billingsley, 1979, p. 308) that the sampling error scales as 1=
ffiffiffiffiffiffi
Np

p
where Np

is the number of independent samples. This means that increasing the number

of particles by a factor of 10 will only reduce the error by a factor of
ffiffiffiffiffi
10

p
.

Regarding cell size, there is a choice to be made between resolution and

sampling error. In the case where the entire domain is covered by just one

cell, then all the particles will be inside that cell, which is of course correct

but also a useless result. On the other hand, if there are so many cells that

most cells have either 0 of 1 particles, then the result is completely domi-

nated by random sampling noise. The challenge is to use enough cells to

resolve those changes in concentration that are of interest, and enough parti-

cles to give a reasonably smooth result.

Box counting often leads to very noisy concentration fields. In particular,

if one is interested in the most dilute concentrations, the results are guaran-

teed to be noisy, because the most dilute concentrations are by definition

represented by only a small number of particles. However, even the higher

concentrations may be noisy. A common way to tackle this problem is to use
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a kernel, where each particle is not treated as a point, but as a distribution

with a finite extent. In statistics, this is called Kernel Density Estimation

(KDE). For further details, see Silverman (1986).

The kernel function κðzÞ must be a positive function with the propertyðN
2N

κðzÞ dz5 1: ð4:59Þ

Usually, κðzÞ is also symmetric and with a maximum at z5 0. Then the

concentration field, CðzÞ, is given by

C zð Þ5 1

Np

XNp

j51

mj

λj
κ

z2 zj

λj

� �
; ð4:60Þ

where zj and mj are as before the position and mass of particle j, and λj is

called the bandwidth of particle j. For a given kernel function, increasing the

bandwidth will widen the kernel and give a smoother (but less detailed) con-

centration field. Hence, the choice of both kernel and bandwidth becomes

important, with the bandwidth typically more important than the kernel (for

standard choices of kernel function).

An example comparing box count and KDE is shown in Fig. 4.8. Here,

10 random particle positions were drawn from a Gaussian distribution with

mean 0.5 and standard deviation 0.1. In the left panel, a box count on 10

cells of length Δz5 0:1 was used. In the right panel, KDE was used with a
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FIGURE 4.8 Probability density reconstruction based on Np 5 10 random particle positions,

drawn from a normal distribution. In the left panel, box count (histogram) is used. In the right

panel, Kernel Density Estimation is used with a Gaussian kernel (unit variance) and a bandwidth

of λ5 0:1. The bandwidth-scaled kernel of each individual particle is shown as a thin, dashed

line. In both cases, the particle positions were the same.
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Gaussian kernel (unit variance) and a constant bandwidth of λ5 0:1. It is
clear that the density reconstructed by KDE gives a much smoother result

and a better approximation of the underlying distribution.

For further reading on this topic, see Lynch et al. (2014, Chapter 8).

4.10 Summary

The aim of this chapter has been to introduce the reader to most processes

that are relevant for modeling of the vertical distribution of oil spilled at sea,

with the exception of near-field plume modeling. It is our hope that the

reader will find themselves able to understand, and indeed implement,

numerical models for the relevant vertical transport processes. We have also

tried to give references to further reading, indicating what some uncertainties

are and pointing out some examples of problems that require more research.

An eternal problem of oil spill modeling is that of input data. We know

that there are always large uncertainties in meteorological input, perhaps

most importantly in the currents. Likewise, modeling vertical eddy diffusiv-

ity is a research field in itself, and it may be difficult to know what diffusiv-

ity profiles to use as input to the oil spill modeling.

It is worth remembering that oil spill modeling is, to some degree, an

exercise in pragmatism. This is especially true for operational modeling in

support of oil spill response, where time is of the essence and good data

might be hard to obtain. For model development in general, it is also worth

considering where the largest uncertainties lie and putting the effort there.

In general, we encourage experimentation and testing to make sure mod-

els satisfy those exact solutions that are known to exist, such as the WMC.

We would also suggest that some attention is paid to numerical schemes,

even though these are usually not the source of the largest errors. Using bad

numerical schemes can lead to large and systematic errors and can mask the

improvements of model development in other areas.

We have also made a point of introducing, for example, the Péclet num-

ber and the Richardson number that can sometimes be used to characterize

situations as either diffusion dominated or advection dominated. It is easy to

think that the job of an oil spill modeler is to run an oil spill model on a set

of input data, but by taking a critical look at those data, one can sometimes

reason quite successfully about the expected outcome of a situation.

Finally, we would like to encourage our readers to stay curious, experiment

with models, read papers from related research fields, and contribute to the lit-

erature by publishing detailed descriptions of new modeling developments.
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Appendix A: Equivalence between Eulerian and Lagrangian
pictures

The development of a concentration field under transport and mixing may be

described by the Partial Differential Equation (PDE) known as the advec-

tion�diffusion equation. This is called an Eulerian approach and is charac-

terized by an equation that describes how the concentration at fixed locations

changes in time. The same process may also be described by an ensemble of

“particles,” which experience directed motion due to advection, and random

motion due to diffusion. This approach is called Lagrangian and is character-

ized by an equation that describes how the position of a particle changes

with time.

The link between the Eulerian and the Lagrangian picture is that the con-

centration field described in the Eulerian picture, if normalized, describes a

probability distribution for where the Lagrangian particles will be found.

Conversely, calculating the position of a Lagrangian particle is the same as

drawing a sample from the probability distribution, and with a large number

of samples, the distribution can be reconstructed approximately. We will

here demonstrate how to obtain a random walk which is equivalent to the

advection diffusion equation.

Consider a diffusion process described by the general Stochastic

Differential Equation (SDE)

dz5 aðz; tÞ dt1 bðz; tÞ dWðtÞ; ð4:A1Þ
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where aðz; tÞ and bðz; tÞ are “moderately smooth functions” (Kloeden &

Platen, 1992, p. 37), and dWðtÞ are the increments of a standard Wiener pro-

cess (Kloeden & Platen, 1992, p. 40). Further conditions also apply, though

these may be less important in practice. For details, see Gihman and

Skorohod (1972, pp. 96�102).

For this diffusion process, the Fokker�Planck equation (also known as

the Kolmogorov Forward equation) for evolution of the transition probability

density, pðz0; t0; z; tÞ, from an initial position z0 at time t0, to a position z at a

later time t, is (Kloeden & Platen, 1992, p. 37):

@pðz0; t0; z; tÞ
@t

5
1

2

@2

@z2
ðb2ðz; tÞpðz0; t0; z; tÞÞ2

@

@z
ðaðz; tÞpðz0; t0; z; tÞÞ: ð4:A2Þ

We observe that the Fokker�Planck equation is a PDE, and like the advec-

tion�diffusion equation, it describes the time development of a distribution.

For a particle initially at position z0 at t0, undergoing the random motion

described by Eq. (4.A1), the probability density function for the position, z,

at a later time, t, may be obtained by the Fokker�Planck equation. If we

consider instead a large ensemble of particles, all starting out at z0 at t0, then

at a later time t, they will be distributed according to pðz0; t0; z; tÞ, with many

particles in areas of high probability and few particles in areas of low

probability.

This is equivalent to the evolution of a concentration field from an instan-

taneous point source, as described by the advection�diffusion equation.

Hence, our goal is to obtain the SDE that has the advection�diffusion equa-

tion as its Fokker�Planck equation. Then we know that the distribution of

an ensemble of particles will develop according to the advection�diffusion

equation, and thus we can use the distribution of particles to approximately

reconstruct the concentration field.

Going back to Eq. (4.A2), we drop the arguments to a, b; and p for brev-

ity, rewrite the equation a bit, and we get

@p

@t
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1

2

@

@z
b2

@p

@z

� �
2

@

@z
a2

1

2

@b2

@z

� �
p

	 

: ð4:A3Þ

We then compare Eq. (4.A3) to the advection�diffusion equation, with

advection wðz; tÞ and diffusion Kðz; tÞ:
@C

@t
5

@

@z
K
@C

@z

� �
2

@

@z
wCð Þ: ð4:A4Þ

By demanding that C should be proportional to p at all times, we find that

each term in Eq. (4.A3) must be equal to the corresponding term in Eq. (4.

A4). We thus obtain

K5
b2

2
.b5

ffiffiffiffiffiffi
2K

p
ð4:A5aÞ
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w5 a2
1

2

@b2

@z
.a5w1 @zK ð4:A5bÞ

Hence, the SDE whose probability density is described by the advec-

tion�diffusion equation is

dz5 ðw1K 0ðzÞÞ dt1
ffiffiffiffiffiffiffiffiffiffiffi
2KðzÞ

p
dW ; ð4:A6Þ

where K 0ðzÞ5 @zK.
Note that since both aðz; tÞ and bðz; tÞ in Eq. (4.A1) must be continuous,

we find that both KðzÞ and @zKðzÞ must be continuous for the conditions

mentioned above to be satisfied. Hence, the equivalence with the advec-

tion�diffusion does not hold for, for example, step-function diffusivity, or

piecewise linear diffusivity profiles with discontinuous first derivatives, such

as a linearly interpolated profile.
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Chapter 5

Operational oil spill modelling
assessments

George Zodiatis1,2, Robin Lardner2,3, Katerina Spanoudaki1,
Sarantis Sofianos4, Hari Radhakrishnan2, Giovanni Coppini5,
Svitlana Liubartseva5, Nikos Kampanis1, George Krokos6,
Ibrahim Hoteit6, Joaquı́n Tintoré7, Tatiana Eremina8 and Aldo Drago9

1Coastal & Marine Research Lab, Institute of Applied and Computational Mathematics,

Foundation for Research and Technology-Hellas, Heraklion, Greece, 2MEDSLIK

(Mediterranean Oil Spill and Trajectory Prediction Model), Nicosia, Cyprus, 3Simon Fraser

University, Burnaby, BC, Canada, 4Ocean Physics and Modelling Group, University of Athens,

Athens, Greece, 5CMCC (Centro Euro Mediterraneo sui Cambiamenti Climatici), Bologna, Italy,
6King Abdullah University of Science and Technology (KAUST), Thuwal, Saudi Arabia, 7SOCIB

and IMEDEA (CSIC-UIB), Palma, Spain, 8Russian State Hydrometeorological University, Saint

Petersburg, Russia, 9Department of Geosciences, University of Malta, Msida, Malta

5.1 Introduction

Oil spills at sea is a matter of concern due to the damaging effect that can

have on coastal resources and the marine environment, as clearly documented

following the catastrophic accidents of the oil tankers Exxon Valdez in March

1989 in the Alaskan coastal waters, Haven in April 1991 in the Liguria Sea,

Prestige in November 2002 in the North Eastern Atlantic, the Lebanon oil pol-

lution crisis in July 2006, as well as the explosion of the BP Deepwater

Horizon offshore drilling platform in April 2010 in the Gulf of Mexico.

The risks associated with oil pollution from the maritime traffic and from the

coastal and offshore installations have led the coastal countries to adopt,

implement and strengthen regional and international protocols against oil pol-

lution, as for example the Barcelona Convention for the Mediterranean Sea

and the Convention on the Protection of the Black Sea Against Pollution.

The protocols encourage the parties to develop Impact Damage Assessments

taking into account all the elements that can affect the marine and coastal

environments, due to oil/gas industry and maritime traffic activities.

The increasing risks associated with the exploration and exploitation

of the continental shelf and the seabed include early detection and control of
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spillage, reorganization and redistribution of resources available to combat

spillages in the early stages, possible consequences in environmental eco-

nomic and social terms. Each risk management plan should assess the risk of

an oil spill incident and propose mechanisms to minimize the overall

response time of the involved organizations. In order to assess the conse-

quences of oil spill leakages from existing and planned maritime activities,

the responsible authorities are requesting studies on Impact Damage

Assessment. Such studies should be based on the results of seasonal and

interannual oil spill simulations using well-established oil spill models and

metocean data, which could be obtained from international data distribution

centers, such as CMEMS (Copernicus Marine Environmental Monitoring

Service), NOAA (National Oceanic and Atmospheric Administration), or

other relevant databases (Tintoré et al., 2019).

To mitigate spill consequences, it is common to deploy such equipment

as booms, skimmers, and apply dispersants from boats or planes. To use

such measures optimally, numerical models are applied to predict possible

impacts, that is, where the slick/s will most likely move to, how soon it will

get there, which resources may be threatened/affected, and what will be its

impact on sensitive infrastructure such as recreational facilities, desalination

plants, etc. Oil spill models require as input data the type of oil and its char-

acteristics, and the metocean conditions, that is, winds, sea currents, sea sur-

face temperature and wave conditions. Such spill models may predict the

expected state of the oil, that is, how much will have evaporated the degree

of emulsification, the viscosity change in the spilled oil, the remaining oil on

the water surface, and how much dispersed as fine droplets throughout the

water column.

With the availability of metocean forecasts in near real time at present

(e.g., from the CMEMS or other relevant subregional and coastal forecasting

systems), oil spill models can be implemented operationally to predict the

transport and weathering of the oil. The majority of the oil spill models used

for operational applications are the Lagrangian ones, as were proven to be

more efficient than the Eulerian ones (Ahlstrom, 1975; De Dominicis,

Pinardi, Zodiatis, & Lardner, 2013; Hunter, 1987), especially during emer-

gencies predicting the displacement of each particle amount released, repre-

senting the spilled oil.

Some of the most known Lagrangian oil spill models are: OSCAR (oil spill

contingency and response model) (Reed, Aamo, & Daling, 1995), GNOME

(Zelenke, O’Connor, Barker, Beegle-Krause, & Eclipse, 2012), SEATRACK

WEB (Ambjörn, 2007), PISCES (potential incident simulation control and

evaluation system) (Delgato, Kumzerova, & Martynov, 2006), OILMAP

(Spaulding, Kolluru, Anderson, & Howlett, 1994; ASA, 1997), GULFSPILL

(Al-Rabeh, Lardner, & Gunay, 2000), MOTHY (Modèle Océanique de

Transport d’Hydrocarbures) (Daniel, Marty, Josse, Skandrani, & Benshila,

2003), MOHID (Modelo Hidrodinâmico) (Carracedo et al., 2006), OD3D

146 Marine Hydrocarbon Spill Assessments



(oil drift 3-dimensional) (Hackett, Breivik, & Wettre, 2006), SPILLMOD

(Ovsienko, Zatsepa, & Ivchenko, 2005), MEDSLIK (oil spill trajectory and

pollutant transport prediction model) (Lardner & Zodiatis, 2016, 2017;

Zodiatis et al., 2018; Zodiatis, Lardner, Solovyov, Panayidou, & De

Dominicis, 2012; Lardner et al., 2006; Lardner et al., 1998; Zodiatis et al.,

2008), OILTRANS (oil spill modelling software application) (Berry et al.,

2012), OSERIT (oil spill evaluation and response integrated tool) (Legrand &

Dulière, 2012), and MEDSLIK-II (De Dominicis, Pinardi, Zodiatis, &

Archetti, 2013; De Dominicis, Pinardi, Zodiatis, & Lardner, 2013). These

models more or less incorporate the same or similar parameterization, shown

schematically in Fig. 5.1, but only few of them examine the effect of biodegra-

dation and oil plume parameterization.

Usually the oil spill models include the processes of advection and diffu-

sion, beaching and sedimentation, together with a standard set of parameteriza-

tions for fate/weathering processes, such as evaporation, emulsification (water

in oil), spreading, and dispersion of oil in the water column (Fig. 5.1).

Weathering processes are determined by the physical and chemical properties

of the spilled oil type under the influence of the metocean conditions and are

described by similar semiempirical relationships derived from laboratory and

field experiments (e.g., Reed et al., 1999). Most oil spill models use modified

versions of Mackay’s fate algorithms for evaporation, emulsification and dis-

persion (Mackay, Paterson, & Nadeau, 1980; Mackay, Paterson, & Trudel,

1980) to predict the contribution of each of the above fate weathering process.

FIGURE 5.1 Schematic of a Lagrangian oil spill model’s components.
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Deep-sea oil releases from accidents during offshore exploratory drilling

or production activities are of particular concern, as the potential for such

accidents increases with the expansion of the offshore activities. Important

knowledge gaps in terms of the spreading of dispersants at subsurface and of

the long lasting biodegradation processes remain.

In order to predict the fate of the oil plume from subsea releases reaching

the water surface, Lagrangian deep-water oil spill modules have been recently

developed and implemented within the well-established Mediterranean commu-

nity models: MEDSLIK (Lardner & Zodiatis, 2017) and MEDSLIK-II

(Spanoudaki, 2016). The Lagrangian plume model is represented there by ele-

ments that trace the plume trajectory, where each Lagrangian element repre-

sents a mixture of water, oil, and gas, and where the gas might be present in

different states, for example, as free gas in gas bubbles, gas dissolved in water,

or gas in hydrates. Changes in the mass and composition of the element are

accounted for by the turbulent entrainment of ambient water, by leakage of gas

bubbles and oil droplets from the plume, dissolution of gas in seawater, and

formation or disintegration of gas hydrates. The motion of the element is com-

puted from the conservation equations for mass, momentum and buoyancy.

Although oil biodegradation by native bacteria at sea is an important

natural processes that can attenuate the environmental impacts in medium

and long terms (months to years), only few models include biodegradation

kinetics of spilled oil, mostly represented as a first order decay process

neglecting the effects of oil composition and oil droplets-water interface

(Reed and Hetland, 2002; French McCay, 2003, 2004). The open source

oil spill model MEDSLIK-II (http://medslik-ii.org) has been modified

recently by Spanoudaki (2016) to incorporate biodegradation kinetics of

oil droplets dispersed in the water column. To this end, the “pseudo-com-

ponent” (PC) approach for simulating the oil weathering processes was

adopted, considering that the chemicals in the oil mixture are grouped by

their physical�chemical properties and behave as they were a single sub-

stance with characteristics typical of the their chemical group.

Biodegradation of oil droplets is modeled by Monod kinetics and the

kinetics of oil particles size reduction due to the microbe-mediated degra-

dation at water�oil particle interface are represented by the shrinking

core model (Levenspiel, 1999; Vilcáez, Li, & Hubbard, 2013).

Global climate change and respective temperature increase have caused

the melding of ice at the poles, providing more possibilities to increase the

maritime traffic along the coastal areas of the Arctic Ocean and the installa-

tion of offshore oil/gas drilling and exploitation platforms (Bazilchuk, 2018).

There is associated risk of oil pollution and the need for oil spill predictions

at present.

The accuracy of the oil spill advection predictions depend solely on the

reliability of the winds, sea currents, and wave data, while the predictions of

the horizontal surface spreading, vertical dispersion, and weathering processes
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depend on the characteristics of the spilled oil (Zodiatis et al., 2017). The

metocean conditions drive the oil spill to drift at sea surface, with approxi-

mately 3% of the wind speed (Fig. 5.2). Below the sea surface, the spill moves

by subsurface sea currents. Oil spills at the sea surface spread during the initial

stages of the spillage, while the increase in density and viscosity, as a result of

evaporation, cause the remaining nonevaporated oil to spread (De Dominicis,

Pinardi, Zodiatis, & Lardner, 2013; Zodiatis et al., 2017).

This chapter provides an overview of the physical and chemical processes

causing oil spill transport and transformation at sea, both offshore and

coastal, regardless of its source. The following three major questions are

addressed:

1. What are the processes affecting and controlling the transport and weath-

ering of oil spills after their spillage?

2. What basic equations are used in oil spill models?

3. What is considered good practice for operational implementation of oil

spill models to support the response mitigation authorities?

Advanced oil spill models are in general quite complex and a complete

understanding of the modeled processes are presented in the chapters preced-

ing this chapter. Instead, the basic equations included in most of the used

well-established Lagrangian oil spill models will be described. Section 5.2 is

FIGURE 5.2 Schematic illustration showing how wind (yellow arrow) and sea surface current

(black arrow) affect the drift of the oil spill (white arrow) at the sea surface.
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presenting the convection, diffusion and beaching of oil slicks modeling.

Section 5.3 is focusing on the weathering processes. Section 5.4 is explaining

the biodegradation processes. Section 5.5 is describing the modeling

approach for deep sea oil releases. Section 5.6 is outlining the approach of

oil spill prediction in areas with ice. Section 5.7 is providing examples of the

nowadays operational implementation of oil spill models to support the

response agencies.

5.2 Convection, diffusion, and beaching

The horizontal transport/drift of oil on the water surface, caused by the com-

bined action of drag exerted by winds, currents, and Stokes drift, determines

the trajectory of the slick (Spaulding, 1988; Reed et al., 1993). The oil sur-

face drift velocity is usually modeled as the vector sum of velocities induced

by currents, winds, and waves. Based on empirical data, it is common to

take the wind component to be around 3% of the wind speed at 10 m above

the surface and the current component to be 100% of the speed of the surface

current (ITOPF, 2002). Fig. 5.2 illustrates how the wind and sea surface cur-

rent can influence the drift of an oil spill. Below the surface the spill moves

by subsurface currents.

Sea currents act directly on the oil spill particles. The wind also acts on

the oil spills that are on the sea surface, causing them to move relative to the

sea water body.

Sea currents vary relatively slow, and the ocean forecasts provide hourly to

daily mean currents, while winds on the other hand vary over much faster time

scales, of the order of hours, as often made available by weather forecasting ser-

vices. In order to account for the effect of wind on the thin skin of the oil slick

floating on the sea surface, a simple “wind factor” approach is commonly used.

It is assumed that the surface oil spill is transported at a speed that is a cer-

tain fraction α of the wind speed and at a certain angle β to the right (in the

northern hemisphere) of the wind direction. Different values for these para-

meters were suggested, as for example, the values α5 0.031 and β5 26

degrees that were determined by Al Rabeh (1994) on the basis of a least

squares analysis of the motion of a group of floating buoys in the Arabian Gulf

(Henaidi, 1984), or the values α5 0.0 and β5 30 degrees (Lardner, 2017).

Surface currents driving the oil spill can be parameterized as a function

of wind intensity, and of the angle between winds and currents through the

following equations:

Uw 5α Wxcosβ1Wysinβ
� �

Vw 5α 2Wxsinβ1Wycosβ
� � ð5:1Þ

where Wx, Wy are the wind velocity components, Uw, Vw, is the surface cur-

rent on x, y axis induced by the wind, α is the percentage of the wind to be
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added to the sea-current velocity, and β is the deviation angle between sea

currents and wind.

Most Lagrangian oil spill models follow a Monte Carlo approach, where

the pollutant is divided into a large number of Lagrangian parcels, from few

thousands to hundreds of thousands. At each time step of the numerical inte-

gration, each parcel is assigned a convective and a diffusive displacement as

described below (De Dominicis, Pinardi, Zodiatis, & Lardner, 2013; Zodiatis

et al., 2017).

Let (Xi, Yi, Zi) be the position of the ith parcel at the beginning of a par-

ticular step, Zi being its depth measured vertically downward from the sur-

face. Then at the end of a time step τ, the parcel is displaced to the point

(Xi
0, Yi0, Zi0) through the following equations:

X
0
i 5Xi 1 uðXi;Yi;ZiÞ1αðWxcosβ1WysinβÞ

� �
τ1ΔX

ðdÞ
i

Y
0
i 5 Yi 1 vðXi; Yi; ZiÞ1αð2Wxsinβ1WycosβÞ

� �
τ1ΔY

ðdÞ
i

Z
0
i 5 Zi 1ΔZ

ðdÞ
i

ð5:2Þ

where u(x,y,z) and v(x,y,z) are the sea water velocity components in the x

and y directions, and ΔXd
i ; Δϒ d

i ; ΔZd
i are the diffusive displacements in the

three directions. The vertical sea water velocity w is not included in the

model since it is generally very small compared to the x, y axis components

of the sea currents. The diffusive displacements are given by a random walk

model:

ΔXd
i 5 2rand ð0; 1Þ2 1� ffiffiffiffiffiffiffiffiffiffiffi

6Khτ
p� �

Δϒ d
i 5 2rand ð0; 1Þ2 1� ffiffiffiffiffiffiffiffiffiffiffi

6Khτ
p� �

ΔZd
i 5 2rand ð0; 1Þ2 1� ffiffiffiffiffiffiffiffiffiffi

6Kvτ
p� � ð5:3Þ

where Kh and Kv are the horizontal and vertical diffusivities and rand (0,1)

is a random number between 0 and 1.

The vertical displacements are applied only to the parcels dispersed in the

water column (see Subsection on Dispersion) and the wind transport terms are

excluded for these parcels. In the event that the vertical displacement of such

a parcel takes it either above the water surface or below the bottom level, the

parcel is reflected back into the water column. It can easily be seen that the

root mean square (rms) values of the diffusive displacements are:

rms ΔX dð Þ;ΔY dð Þ;ΔZ dð Þ� �
5

ffiffiffiffiffiffiffiffiffiffiffi
2Khτ

p
;
ffiffiffiffiffiffiffiffiffiffiffi
2Khτ

p
;
ffiffiffiffiffiffiffiffiffiffi
2Kvτ

pn o
ð5:4Þ

It can be shown that a cloud of such particles undergoing random walks

with these rms displacements satisfies the convection-diffusion equation with

Kh and Kv the horizontal and vertical diffusion coefficients (Csanady, 1973;

Hunter, 1987).

One of the most important issues of interest for the decision makers and

the response agencies in oil spill predictions is to provide information

Operational oil spill modelling assessments Chapter | 5 151



regarding the beaching of oil slick, particularly the first impact on the coast,

that is, the minimum time the slick needs to reach any coastline. Advanced

oil spill models can predict the amount of oil that permanently deposits on

the coast and the percentage that is potentially free to return back to the sea.

Depending on the type of oil, the simulated level of oil depositions on the

coastline and the type of the shoreline (sandy or rocky), the response agen-

cies can plan and organize the clean-up operations to remove the beached oil

and to mitigate impacts.

Lagrangian oil spill models approximate the coastline by boundary seg-

ments of a rectangular grid. For instance, the MEDLSIK model uses 250 m

for the whole Eastern Mediterranean Levantine Basin, 150 m for the NE

Levantine basin and 50 m in smaller domains. Intersect of the displacement

with coastal segments is examined at each time step of the model integration.

In case of an intersection, the parcel is moved to the nearest coastal segment,

where it is considered “beached.”

Each beached parcel is assigned a probability of washing back into the

sea (Shen, Yapa, & Petroski, 1987; Torgrimson, 1980),

Pr5 12 0:5τ=TW ð5:5Þ
where Pr is the probability of release, τ is the time step of numerical integra-

tion; Tw is the half-life for oil to remain on the beach before washing off

again. For each beached parcel, the random number generator is called and the

parcel is released back into the water if rand (0,1) ,Pr and provides the par-

cel’s new position on the same side of the coastal segment as that from which

it arrived. The parcel is then returned back to the coastal segment side where

it originated from. The value of Tw is assigned depending on the type of the

coast (e.g., sandy beach, rocky coastline, etc.) according to Shen et al. (1987).

A probability is also assigned for permanent beaching. A certain fraction

of the oil may permanently beach, for example, by seeping into the sand or

being adsorbed on rock or pebbles. On each time step, it is assumed that

Frs5 12 0:5τ=Ts ð5:6Þ
where Frs is the fraction of seeping, Ts is a half-life for seepage or other

mode of permanent attachment. The amount of oil remaining in any parcel

that is on the beach is then reduced by this fraction, while the volume of oil

lost is counted as remaining permanently on the coastal segment. Again the

half-life Ts can be assigned to each coastal segment depending on coast type.

Predicting the sedimentation of the dispersed oil at the sea bottom, espe-

cially coastal shallow areas, is also important for the decision makers and

the response agencies. Interaction of the dispersed oil with suspended parti-

cles may also lead to sedimentation. The process is further enhanced for

emulsified oil or parcels washed back from the shore, due to increased den-

sity and adhesivity.
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Sedimentation may also occur in the case of blowout at the sea bottom,

either due to the absorption of dispersed oil to suspended sediment/particles

that eventually settle on the sea bottom, or due to direct contact of oil with

the sea bottom. In this case, the sedimentation of oil droplets at the bottom

occurs in the vicinity of the blowout release. It is assumed that the subsea

dispersant treatment will reduce the potential for such sedimentation, due to

lower adsorption/adhesiveness to sediment particles.

5.3 Weathering processes

In addition to the convective and diffusive displacements and the interaction

with the coastline and sediment, oil undergoes physical and chemical

changes (Figs. 5.3 and 5.4), which modify the spilled oil characteristics

(ITOPF, 2002). During the first several hours, the spill spreads mechanically

over the water surface under the action of gravitational forces. In addition,

the lighter fractions of the spilled oil evaporated through evaporation and the

remaining fractions begin to absorb water, or emulsify. In most of

Lagrangian oil spill models, these changes are reflected in changes of the

properties linked to each parcel. Finally, some of the oil is driven below the

water surface, that is, undergoes dispersion in the sea water column by wind/

wave action. This dispersion of oil is treated as a random process that may

FIGURE 5.3 Schematic representation of the processes acting after oil spillage at sea surface.

Modified after Zodiatis et al. (2017) and Zodiatis et al. (2019).
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drive any parcel into the water column. Once there, the subsequent move-

ment of the parcel is driven by the action of three-dimensional velocity field

of the water.

In the case of an oil spill for which leakage may last for several hours or

even days, the initial volumes of spilled oil will have been transported away

from the site of the spill by wind and sea currents. In order to model the

weathering of oil, the total spill is divided into a number of subspills each

consisting of the oil released during one model time step. As each subspill is

moved away from the spill source, the total spill becomes a chain of sub-

spills. The fate processes are then considered independently for each

subspill.

Lagrangian models generally use modified versions of Mackay’s weather-

ing algorithms for evaporation, emulsification, and dispersion. The basis of

Mackay’s model is to divide the spill into a thick slick and a thin slick (or

sheen), where the thick slick is feeding the thin slick, as presented schemati-

cally in the Fig. 5.5. Evaporation and dispersion are considered separately

for these two parts of the slick.

For any subspill at a given time step, denoted by Vtk and Vtn, the volumes

of remaining oil in the thick and the thin slicks, Atk and Atn their two surface

areas, and Ttk and Ttn their thicknesses, respectively. It is assumed that the

thickness Ttn of the thin slick is considered to be 10 μm (Fingas & Brown,

2018; Zodiatis et al., 2012). At any time step, the two volumes are updated

as

V
0
tk 5Vtk 2ΔV

eð Þ
tk 2ΔV

dð Þ
tk 2ΔV

sð Þ
tn

V
0
tn 5Vtn 2ΔV

eð Þ
tn 2ΔV

dð Þ
tn 1ΔV

sð Þ
tn

ð5:7Þ

where ΔV
ðeÞ
tk and ΔV

ðeÞ
tn are the volumes lost by evaporation, and

ΔV
ðdÞ
tk andΔV

ðdÞ
tn the volumes lost by dispersion. ΔV

ðsÞ
tn is the amount of oil

FIGURE 5.4 Schematic representation of the oil spill fate weathering processes for a typical

crude oil in time and their importance indicated by the width on Y-axis of each process.

Modified from ITOPF, 2002.
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flowing from the thick to the thin parts of the slick. These transfers of oil are

illustrated in Fig. 5.5.

After updating the volumes of the two parts of the slick, their respective

areas are updated at each step using semiempirical spreading formulas. The

new thickness of the thick slick is then computed as:

Ttk 5VtkAtk ð5:8Þ
Evaporation is one of the most important weathering processes contribut-

ing to the removal of the light oil components from the sea surface. The

amount of the spilled oil removed by evaporation depends primarily on the

type of oil, particularly on its density and second on the wind speed and sea

surface temperature conditions. The evaporation of the light components of

oil starts immediately after the oil was spilled on the sea surface. In cases of

light density oil products, such as gasoline and diesel, the spillage at sea sur-

face may completely evaporate after few hours/days. Condensates may lose

up to 60% of their original volume during the first 2�3 days after the spill-

age. Evaporation causes the loss of volatile and semivolatile oil components,

resulting in the changes of the chemical and physical properties of the

remaining oil, particularly an increase of its density and viscosity. The evap-

oration process is one or two orders of magnitude (approximately 10�100

times) faster than the dispersion of oil droplets in the water column

(Mackay, Paterson, & Nadeau, 1980; Mackay, Paterson, & Trudel, 1980;

Mackay et al., 1979).

FIGURE 5.5 Right: Schematic diagram showing expected volume transfers between thin and

thick slicks based on Mackay’s concepts of weathering processes. The changes in surface-oil

volumes of the thin ΔVtn and thick ΔVtk parts of a slick result from evaporation (e), dispersion

(d), and spreading (s). Left: Schematic representation of dispersion of large and small oil dro-

plets below the water surface. The model of dispersion of oil into the water column is based on

the work of Buist (1979) and Mackay, Buist, Mascarenhas, and Paterson (1979), where RL and

RS are the downward volume fluxes of oil per unit area of the slick entering the water as large

(XL) and small (XS) droplets, respectively.
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Each parcel of spilled oil in numerical oil spill modeling is viewed as

consisting of light evaporative and a heavy, nonevaporative, components.

The initial fraction of evaporative component is set according to the type of

the spilled oil. On each time step of numerical integration, the fraction of the

light component remaining in each subspill is reduced based on Mackay’s

algorithm for evaporation (Mackay & Paterson, 1980a), and the reduction is

applied to all the parcels of the subspill. The light component of the oil in

the thin slick assumed to evaporate immediately, that is, within the next time

step, so that the volume evaporating from the thin slick at each time step

equals the total content of light component:

ΔV eð Þ
tn 5Vtn fmax 2 ftnð Þ= 12 ftnð Þ ð5:9Þ

where ftn is the fraction of the oil in the thin slick that has already evaporated

at the beginning of the numerical integration and fmax is the initial fraction of

light component, which represents the maximum value that ftn can attain.

For the thick slick, the increment in the fraction ftk of the oil that has

evaporated is expressed as a product of the vapor pressure Poil and the

change in an evaporative exposure ΔEtk

Δftk 5PoilΔEtk ð5:10Þ
The vapor pressure is expressed in exponential form

Poil 5P0exp 2cftkð Þ ð5:11Þ
where P0 is the initial vapor pressure and c is a constant that measures the rate of

decrease of vapor pressure. The increment in exposure is expressed as a product

of a mass transfer coefficient km, the time step of the numerical integration τ, the
slick area Atk, and the molar volume of the oil Vmol, divided by the gas constant

R, the temperature T in �K and the initial volume of the subspill, V(0):

ΔEtk 5
KmVmolAtkdt

RTV 0ð Þ 5
KmVmolAtk 12 ftkð Þdt

RTVtk

ð5:12Þ

where Vtk is the current volume of oil in the thick slick, equal to V(0)(1�ftk),

the molar volume of oil is Vmol5 0.0002, R5 0.000082 and

Km 5C eð Þ Wkph

� �γ ð5:13Þ
where Wkph is the wind speed in km per hour and C(e) and γ are constants.

Finally, the volume loss by evaporation per time step of the numerical

integration is equal to the increment in the fraction evaporated multiplied by

the original volume:

ΔV
eð Þ
tk 5ΔftkV

0ð Þ 5ΔftkVtk= 12 ftkð Þ ð5:14Þ
Although the evaporative component in the thin slick has been assumed

to disappear immediately, the thin slick is fed by oil from the thick slick as
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long as it has not been fully evaporated. Thus the fraction ftn of oil in the

thin slick that has evaporated must be reduced from the maximum value

fmax. Equating the oil content of the thin slick before and after its fed from

the thick slick, we have

V
0
tn 12 ftnð Þ5 V

0
tn 2ΔV sð Þ

tn

� �
12 fmaxð Þ1ΔV sð Þ

tn 12 ftkð Þ ð5:15Þ
where V0

tn is the updated volume. This leads to

ftn 5 fmax 2ΔV sð Þ
tn fmax 2 ftkð Þ=V 0

tn ð5:16Þ
Having updated the evaporated volumes from the thick and thin slicks,

the total fraction of the oil that has been lost by evaporation can be com-

puted. This lost fraction is assumed to apply to all the parcels in the particu-

lar subspill and their fraction of light component is adjusted accordingly.

Evaporation is stopped when the fraction evaporated reaches the fraction

fmax of light component in the original spilled oil.

Evaporation further leads to an increase in the viscosity of the oil, which

is often expressed as:

ηoil 5 η0exp K eð Þftk
� � ð5:17Þ

where η0 is the initial viscosity and K(e) is a constant that determines the

increase of viscosity of oil with evaporation (ηoil).
As suggested by Zodiatis et al. (2017, 2019) in the case of a very-light-

grade oil type with API 42 (American Petroleum Institute unique identifier

number assigned to each gas/oil type), the evaporation usually is as high as

50% of the spilled oil, while in the case of a moderately heavy-grade oil

type with API 26, the evaporation is as low as 30% of the spilled oil.

Therefore, in the case of heavy and moderated grade oil type spillage, the

expected spill concentration on the sea surface and spill deposition (beach-

ing) on the coast will be higher, compared to light- and very-light-grade oil

type.

Most of Lagrangian oil models simulate the beached oil considering two

subcategories, one that is permanently beached and another potentially free

to reenter the sea from the coast. For example for an oil spillage with API

43.2, from a coastal pipe rupture located 1 km from the coast (Fig. 5.6), after

a period of 30 h: 0.55% of the slick remains at the sea surface, while 54.99%

was evaporated and a total of 43.79% impacted the coast, of which 31.42%

is potentially free to reenter the sea.

After 49 h from the pipe rupture spillage: 0.11% of the oil slick remained

at the sea surface, while 59.35% evaporated and a total of 39.88% impacted

the coast, of which 16.22% is potentially free to reenter the sea (Fig. 5.7).

Evaporation continues up to 49 h after the spill from the pipe rupture,

after which it nearly stops. The evaporation is predicted to continue within

the time interval between the 30th and 49th hours, even after a small trace of
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slick is predicted at the sea surface (0.55%) and .40% has beached on the

coast. The evaporation increases by almost 5% between the 30th and 49th

hours (after the spillage), as a result of evaporation of 31.42% of the slick

that potentially was available to reenter the sea from the shore, leading to an

increase in the oil slick that permanently stuck on the coast from 12.37% to

23.66%.

5.3.1 Emulsification

Wave action mixes oil with water and forms water-in-oil or oil-in-water

emulsion types often referred to as “chocolate mousse.” The process oil vis-

cosity and density may increase up to four times (Azevedo, Oliveira,

Fortunato, Zhang, & Baptista, 2014; Fingas, 2011). Formation of emulsion

reduces the rate of other weathering processes (such as evaporation, biodeg-

radation, and dissolution) by orders of magnitude. The rate of emulsification

is determined by the sea state condition, oil viscosity, and by the presence of

a minimum percentage of concentration of asphaltenes or resins compounds

FIGURE 5.6 Simulation of weathering processes of API 43.2 hydrocarbon after 30 h from the

pipe rupture located 1 km from the coast, showing the predicted percentage of oil slick on sea

surface, evaporated, permanently fixed on coast, on coast free to reenter the sea, dispersed and

sedimented at 30th hour after the spill event. Adapted from Zodiatis, G., Liubartseva, S.,

Loizides, L., Pellegatta, M., Coppini, G., Lardner, R., . . . Brillant, A. (2020). Evaluation of the

Leviathan offshore platform environmental studies in the Eastern Mediterranean Sea. EGU-

European Geosciences Union General Assembly 2020, Vienna, 3�8 May.
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(ASCE Task Committee on Modelling of Oil Spills of the Water Resources

Engineering Division, 1996) in the spilled oil (Mackay, Paterson, & Nadeau,

1980; Mackay, Paterson, & Trudel, 1980). The emulsification process is

slower for high viscosity oils compared to less viscous oil types (Mackay,

Paterson, & Nadeau, 1980; Mackay, Paterson, & Trudel, 1980; Mackay

et al., 1979). The emulsion may expand under certain conditions in a semi-

solid state consisting from up to 70%�80% water-in-oil and then remain

emulsified for a long time. In contrast, under calm sea conditions and under

sunlight or when beached, the emulsions may separate into oil and water

again.

Emulsification is modeled using the Mackay, Paterson, and Nadeau

(1980), Mackay, Paterson, and Trudel (1980) algorithms, which expresses

the emulsification rate as a function of wind speed, the emulsion’s water

content, and the oil type (ASCE Task Committee on Modelling of Oil Spills

of the Water Resources Engineering Division, 1996; Reed et al., 1999).

FIGURE 5.7 Simulation of weathering processes of API 43.2 hydrocarbon after 49 h from the

pipe rupture located 1 km from the coast, showing the predicted percentage of oil slick on sea

surface, evaporated, permanently fixed on coast, on coast free to reenter the sea, dispersed, and

sedimented at 49th hour after the spill event. Adapted from Zodiatis, G., Liubartseva, S.,

Loizides, L., Pellegatta, M., Coppini, G., Lardner, R., . . . Brillant, A. (2020). Evaluation of the

Leviathan offshore platform environmental studies in the Eastern Mediterranean Sea. EGU-

European Geosciences Union General Assembly 2020, Vienna, 3�8 May.
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Let fw be the fraction of water in the oil�water mousse. Then Mackay’s

model (Mackay et al., 1979) for the change in this fraction of water in

oil�water mousse per time step of numerical integration is:

Δfw 5C
mð Þ
2 12C

mð Þ
3 fw

� �
dt ð5:18Þ

The wind wave action significantly increase the rate of emulsification;

therefore, the Δfw is multiplied by the factor (W1 1)2 where W is the wind

speed (m/s) and C
ðmÞ
2 and C

ðmÞ
3 are constants. The water-in-oil fraction has an

upper limit of C
ðmÞ
3 (default value taken as 75% for light oils but decreasing

for heavy oils).

The principal effect of emulsification is creation of a mousse with greatly

increased viscosity. The viscosity of the mousse ηem is modeled as:

ηem 5 ηoilexp 2:5fw=ð12C
ðmÞ
1 fwÞ

n o
ð5:19Þ

where C
ðmÞ
1 is a constant that determines the increase of viscosity with emul-

sification. The value of ηoil already includes the effect of evaporation.

5.3.2 Dispersion

The action of the waves results in the dispersion of oil in the water column,

breaking the slick into small and large droplets, with diameters between 1 μm
and 1 mm. The small oil droplets are mixed into the water column, while the

larger ones resurface, either combined with other droplets to reform a slick, or

spread out in a very thin film, often referred to as “sheen.” This thin oil film

rapidly disperses again by breaking waves as smaller droplets into the water

column and is subject to rapid biodegradation, dissolution, and sedimentation.

The dispersion rate depends highly on the oil type and can contribute to the

main processes that determine the decrease of oil concentration and the life-

time of the slick on the sea surface. The dispersion process gradually decreases

due to the fact that the evaporation of the lighter compounds increases the vis-

cosity of the remaining oil. Within the water column, the dispersed particles

move solely under the action of sea currents and buoyancy.

The model of dispersion of oil into the water column used in MEDSLIK

is based on the work of Buist (1979) and Mackay et al. (1979). The process

is illustrated in Fig. 5.5. Wave action drives oil from sea surface into

the water column, forming a cloud of droplets beneath the water surface.

The droplets are classified as either large droplets that rapidly rise and coa-

lesce again with the surface oil spill, or small droplets that rise more slowly,

and may be immersed long enough to diffuse into the lower layers of the

water column. In the latter case, they are lost from the surface oil spill and

are considered to be permanently dispersed. The criterion that distinguishes

the small droplets is that their rising velocity under buoyancy forces is
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comparable to their diffusive velocity, while for large droplets, the rising

velocity is much larger.

Consider first the thick slick at a given instant and let RL and RS be the

downward volume fluxes of oil per unit area of the slick entering the water

column as large and small droplets, respectively. Let the corresponding con-

centrations be cL and cS. If the rising velocities of the large and small dro-

plets are vL and vS, then for a quasi-steady state, one can equate the

downward and upward fluxes, that is,

vLcL 5RL and vS 1C
ðdÞ
1

� �
cS 5RS ð5:20Þ

where C
ðdÞ
1 is the (upward) diffusive velocity of the small droplets. That is,

cL 5RL=vL and cS 5RS= vS 1C
ðdÞ
1

� �
: ð5:21Þ

The total volumes of oil beneath the thick slick in the form of large and

small droplets are then given by

XL 5 cLumAtk 5 umAtkRL=vL and XS 5 cSumAtk 5 umAtkRS= vS 1C
ðdÞ
1

� �
ð5:22Þ

where um is the vertical thickness of the droplet cloud and Atk is the area of

thick oil. At each time step of numerical integration, a fraction of the small

droplets is assumed to be lost by diffusion to the lower layers of the water

column. The total volume lost is taken as:

ΔXLL 5C
dð Þ
1 cSAtkτ ð5:23Þ

where again C
ðdÞ
1 is the diffusive velocity of the small droplets. This leads to

a new value of XS,

X
0
S 5XS 2ΔXLL

The total volume of dispersed oil beneath the thick slick is then incre-

mented according to

ΔV
ðdÞ
tk 5ΔXLL 1 ðX0

L 2XLÞ1 ðX0
S 2XSÞ ð5:24Þ

where the last two terms represent the changes in oil content of the droplet

clouds.

To complete this part of the model, expressions are required for the down-

ward fluxes, RL and RS. For this, the fraction of the oil in either the thick or thin

slick that is dispersed at each time step of numerical integration is taken as:

Δfd 5C
ðdÞ
3 ðWm=s11Þ2τ ð5:25Þ

where Wm/s is wind speed in m/s.
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For the thick slick, the fraction of small droplets is taken as

fs 5 11C
ðdÞ
4 ðηem=10Þ1=2ðTtk=0:001Þðσ=24Þ

n o21

ð5:26Þ

where σ is the interfacial surface tension between oil and water. The down-

ward fluxes per unit area of the slick per time step of the numerical integra-

tion are then given by

RS 5 fsðΔfd=τÞ and RL 5 ð12 fsÞðΔfd=τÞ ð5:27Þ
For the thin slick, the following simpler expression is used for small

droplets:

fs 5 11C
ðdÞ
5 ðσ=24Þ

n o21

ð5:28Þ

and it is assumed that all the small droplets below the thin slick are perma-

nently dispersed. Thus, the volume loss is given by

ΔV ðdÞ
tn 5 fsΔfdV

ðdÞ
tn ð5:29Þ

The total volume of oil dispersed from both thick and thin slicks, V(d), is

then incremented according to

ΔV ðdÞ 5ΔV
ðdÞ
tk 1ΔV ðdÞ

tn ð5:30Þ
This gives a probability of any particular Lagrangian parcel being dis-

persed into the water column at the given time step of the numerical integra-

tion equal to

p dð Þ 5ΔV dð Þ=V 0ð Þ ð5:31Þ
For each oil parcel, the random number generator is called, and the oil

parcel is dispersed if

rand 0; 1ð Þ, p dð Þ ð5:32Þ
Dispersion is assumed to stop when the viscosity ηem of the mousse

reaches a value ηmax.

5.3.3 Spreading

Spreading is taking place during the first hour of an oil spill and affects the

horizontal extent of the oil spill and its surface thickness. The process is

driven by gravity and the surface tension between the interface between oil

and water, and dragging opposed by the oil’s inertia and viscosity (ASCE

Task Committee on Modelling of Oil Spills of the Water Resources

Engineering Division, 1996; Fingas, 2011; James, 2002). The spreading
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continues until a certain thickness limit is reached, after which the slick

breaks into patches. As the slick spreads and its surface area increases, the

weathering processes such as evaporation, dissolution, dispersion, and oxida-

tion tend to speed up (Spaulding, 1988).

To complete the fate algorithms, changes in the thick and thin slicks and

the rate of flow between the two are finally computed (Mackay & Leinonen,

1977; Mackay, Paterson, & Nadeau, 1980; Mackay, Paterson, & Trudel,

1980).

For the thick slick, spreading consists of two parts: a loss of area due to

oil flowing from the thick to the thin slick, and a change corresponding to

Fay’s gravity-viscous phase of the spreading (Fay, 1969, 1971). Thus, the

change of area of the thick slick per time step of the numerical integration is

ΔAs
tk 5

ΔVs
tn

Ttk
1C

ðsÞ
2 A

1=3
tk T

4=3
tk τ ð5:33Þ

where C
sð Þ
2 is a constant and ΔV

ðsÞ
tn is the volume increment flowing from

thick to thin slick. This volume is related to the increment in area of the thin

slick:

ΔV sð Þ
tn 5ΔA sð Þ

tn Ttn ð5:34Þ
Once a value of ΔA

ðsÞ
tn is available, one can update the area of the thick

slick A
ðsÞ
tk .

Mackay approximates the increment in area of the thin slick similar to

the Fay formula: proportional to the cube root of the area, the time from the

release, and an exponential function of the thickness of the thick slick that

reflects the tendency of the slicks to stop spreading when they become very

thin:

ΔA sð Þ
tn 5C

sð Þ
1 A

1=3
tn dt expð2C

sð Þ
3 =ðTtk 1 0:00001ÞÞ ð5:35Þ

Spreading is considered to occur for an initial period of 48 h after the

release of each subspill. In case the thickness of the thick slick becomes

equal to that of the thin slick, spreading terminates, and the remaining oil

parcel is transferred to the thick slick and the droplet clouds beneath it to the

thin slick. From that point on, evaporation and dispersion are not further con-

sidered for the thick slick.

5.3.4 Dissolution

Oil contains very small amounts of soluble compounds (,1 mg/L), which

may dissolve in the water. Oil can dissolve in the water column from the sur-

face slick or from dispersed oil droplets. Dissolution and evaporation are

competitive processes. The lower molecular weight hydrocarbon components

that are most soluble in sea water are also those that are relatively volatile,
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such as the light hydrocarbons benzene and toluene, which can dissolve

within a few hours (ASCE Task Committee on Modelling of Oil Spills of

the Water Resources Engineering Division, 1996; ITOPF, 2002). Since there

is a strong correlation between volatility and evaporation, volatile products

evaporate very quickly and a higher proportion of their mass is lost through

evaporation than dissolution (ASCE Task Committee on Modelling of Oil

Spills of the Water Resources Engineering Division, 1996; ITOPF, 2002).

For surface slicks, since the partial pressures tend to exceed the solubility of

these lower molecular weight compounds, evaporation accounts for a larger

portion of the mass than dissolution, except perhaps under ice (McAuliffe,

1987). Dissolution can be significant from dispersed oil droplets due to the

lack of atmospheric exposure and the higher available oil surface area per

unit of volume (French, Schuttenberg, & Isaji, 1999).

The rate and extent to which oil dissolves depends on the oil type, the

sea conditions (sea surface temperature and waves), the spreading, and dis-

persion. The solubility of oil decreases with the increase of the sea surface

temperature (ASCE Task Committee on Modelling of Oil Spills of the Water

Resources Engineering Division, 1996), while the rate of dissolution will

increase with the increase of the dispersion. Dissolution rate increases with

the enlargement of the surface area of the oil relative to its volume, that is,

the smaller the droplet (French et al., 1999; ITOPF, 2002). Oil spill models

typically do not include a realistic description of dissolution and degradation,

although these weathering processes are significant for estimating the impact

of an oil spill on to marine ecosystems and for risk assessment for the mid

and long term. The algorithm developed by Mackay and Leinonen (1977) is

usually applied in oil spill modeling for estimating dissolution from the sur-

face slick, which treats dissolution as a mass flux related to solubility and

temperature. For subsurface (dispersed) oil, dissolution is usually treated as a

mass flux across the surface area of a droplet (treated as a sphere) in a calcu-

lation analogous to the Mackay and Leinonen (1977) algorithm (French

et al., 1999; Mackay & Leinonen, 1977). Dissolution rate increases with the

decrease of the oil droplets’ size (French et al., 1999; French McCay, 2003).

Heavy components of crude oil are insoluble in the water, while lighter

oil compounds such as benzene can dissolve in few hours (ASCE Task

Committee on Modelling of Oil Spills of the Water Resources Engineering

Division, 1996; ITOPF, 2002). Benzene is most volatile and can evaporate

10�1000 times faster than dissolve. Concentrations of dissolved oil do not

make significant contribution to the removal of the oil slick from the sea sur-

face. The amount of dissolved oil is usually much less than 1% of the spilled

mass (ASCE Task Committee on Modelling of Oil Spills of the Water

Resources Engineering Division, 1996; Fingas, 2011), and its effect on oil

advection and weathering is negligible.

Importantly, the lower molecular weight aromatic and aliphatic hydrocar-

bons are both the more volatile and more soluble than those of higher
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molecular weight. These lower molecular weight aromatic compounds

[monoaromatic (MAHs) and polycyclic aromatic hydrocarbons (PAHs)] are

the most toxic components of oil to aquatic organisms. Therefore, it is

important to model their fate in the water column and sediments, in order to

predict the impact of oil spills to marine ecosystems. The fact that oil con-

sists from a large amount of different components, each with its own specific

characteristics, makes the prediction of dissolution difficult, especially of oil

droplets dispersed in the water column (ASCE Task Committee on

Modelling of Oil Spills of the Water Resources Engineering Division, 1996).

The dissolution of oil components into the water column does not contribute

to removing the oil from the sea surface. However, the water-soluble fraction

has a high bioavailability and therefore has the potential to cause acute toxic

effects on marine organisms.

5.3.5 Photooxidation

Photooxidation can change the composition of an oil (Fingas, 2011). It

occurs when solar radiation and the presence of oxygen cause oxidation of

oil spilled at sea, which results in the production of a variety of oxygenated

hydrocarbons and sulfur compounds, including aliphatic and aromatic

ketones, aldehydes, carboxylic acids, fatty acids, esters, epoxides, sulfoxides,

sulfones, phenols, anhydrides, quinones, and aliphatic and aromatic alcohols

(Lee, 2003; Payne & Phillips, 1985; Plata, Sharpless, & Reddy, 2008; Tarr

et al., 2016). Payne and Phillips (1985) published one of the first extensive

reviews on the photochemistry of petroleum in water that identified a variety

of oxidation products.

As described in detail in the report of 2003 of the National Research

Council (NRC) Committee on Oil in the Sea and in Lee (2003), the mecha-

nism of photooxidation of petroleum hydrocarbons includes both direct pho-

tolysis, where petroleum hydrocarbons absorb light energy, to form less-

stable reactive intermediate products, like hydroxyl radicals, and indirect

photoreactions, where other chemical species in solution absorb light energy.

Both produce reactive intermediates (e.g., solvated electrons, hydroxy radi-

cals) that attack the hydrocarbon molecule or transfer energy directly to the

reactant hydrocarbon. The necessary factors for photooxidation are solar

radiation and light-absorbing molecules (chromophores). Since few petro-

leum hydrocarbons absorb sunlight efficiently, most photooxidation occurs

via indirect photoreactions. The degree and extent of photooxidation of

petroleum hydrocarbons at sea depend on: (1) the spectrum and intensity of

incident light, (2) the optical properties of the surface water as modified by

the petroleum hydrocarbons and other dissolved and particulate constituents,

and (3) the optical properties of the hydrocarbons themselves (National

Research Council United States Committee on Oil in the Sea: Inputs, Fate,

& Effects, 2003). Modeling the photooxidation of petroleum hydrocarbons is
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complex because the surface slick alters the intensity and spectrum of the

incident sunlight. As weathering proceeds, individual components of the

petroleum hydrocarbon mixture degrade by photooxidation at different rates

and to different products, further altering the spectral environment (National

Research Council United States Committee on Oil in the Sea: Inputs, Fate,

& Effects, 2003). Besides the effects on surface slicks, photooxidation can

also act on petroleum components in the water, including dissolved hydro-

carbons (the aromatic and unsaturated fractions of dissolved petroleum

hydrocarbons undergo both direct and indirect photolysis in seawater), dis-

persed oil droplets, and water-in-oil emulsions (Lee, 2003).

Photooxidation may not be very important from a mass balance perspective;

however, products of photooxidation may be more toxic than those in the parent

material and contribute to the marine biota toxicity observed after an oil spill

(Lee, 2003). Many of the photooxidized compounds of oil are also much more

rapidly degraded by native bacteria than the parent compounds. Photooxidation

also plays an important role in the weathering of dissolved petroleum hydrocar-

bons (National Research Council United States Committee on Oil in the Sea:

Inputs, Fate, & Effects, 2003). Aliphatic and aromatic fractions of petroleum are

oxidized to more polar ketones, aldehydes, carboxylic acids, and esters. Since

these products are more soluble in seawater, photooxidation enhances the overall

dissolution of intact petroleum. These dissolved products can undergo further

oxidation by either direct or indirect photolysis (National Research Council

NRC, 1985; National Research Council United States Committee on Oil in the

Sea: Inputs, Fate, & Effects, 2003; Schwarzenbach, Gschwend, & Imaboden,

1993; Zitka & Cooper, 1987).

Polycyclic aromatic hydrocarbons (PAHs) are chromophores that undergo

direct photolysis and likely dominate oil photooxidation at sea. Higher-

molecular-weight PAHs typically absorb at longer wavelengths, so PAHs

with three or more rings have a greater overlap with sunlight and are more

likely to be involved in photooxidation processes (Tarr et al., 2016). In Lee

(2003) the rate of direct photolysis of PAHs is described by the equation

developed by Zepp and Schlotzheuer (1979):

dPAHd

dt
5φUkα PAHd½ �

where φ is a molar yield coefficient, kα the sum of the kα values for all

wavelengths (λ) of sunlight absorbed by the PAH, PAHd is the concentration

of dissolved PAHs (μmoles/L). Reported yield coefficients ranged between

0.001 and 0.01 for PAHs (Zepp & Schlotzheuer, 1979). Using information

on the attenuation of solar radiation in natural waters, a depth-specific rate

of photolysis, kα, of PAHs can be calculated (Bartell, Landrum, Giesy, &

Leversee, 1981).

In addition to water-soluble photooxidation products, photooxidation may

also result in higher-molecular-weight insoluble polymers produced by
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photo-initiated free radical reactions acting on an oil slick (Thominette &

Verdu, 1984). Photo-produced insoluble polymers contribute to the formation

and stability of water-in-oil emulsions (Cormack, 1999) and after a long

period of weathering at sea, tar balls, mainly consisting of asphaltenes, may

be formed. Stable and persistent emulsions with their increased density and

viscosity can make for difficult cleanup operations, both at sea and on bea-

ches (Lee, 2003).

5.4 Biodegradation

Seawater contains an abundance of microorganisms that can biodegrade

almost all types of oil components. The various microorganisms prefer spe-

cific oil components as their energy source. Bacteria can only degrade oil in

contact with water and biodegradation depends on the water�oil interface

area. The interface area increases as the oil is spread over the sea surface in

a thin layer or by chemical or natural dispersion of oil in the water column.

Important factors influencing the biodegradation rate are temperature,

nutrients, oxygen supply, oil type, and the degree of weathering. Low-

molecular compounds are degraded more rapidly than the heavier com-

pounds in the oil, thus giving the following order for biodegradation:

straight-chain n-alkanes. branched isoalkanes. cyclic alkanes. cyclic

naphthenes. aromatics. resins. asphaltenes (Perry et al. 1984). PAHs dis-

solved in water can be degraded within a few days (Brakstad and Faksness,

2000). At sea, the formation of oil droplets by natural or chemical enhanced

dispersion increases the biodegradation rate in the water mass by 10 to

.100 times compared to surface oil due to increased emulsification interfa-

cial area, and it has been found that n-alkanes biodegrade within 2�4 weeks

at North Sea conditions (Brakstad & Lødeng, 2005). Other higher molecular

weight oil compounds are biodegraded more slowly and some very high

molecular weight compounds (equivalent to the heavy residues in crude oil

that are used to make bitumen) may not biodegrade to any significant degree

(e.g., Atlas, 1981; Atlas & Hazen, 2011; Overton et al., 2016).

Oil spill models do not typically include a realistic description of biologi-

cal degradation of hydrocarbons, although biodegradation is significant for

estimating the impact of an oil spill. An attempt to include these processes

has recently been carried out using a modified version of MEDSLIK-II

model (Spanoudaki, 2016).

Oil biodegradation by native bacteria is one of the most important natural

processes that can attenuate the environmental impacts of marine oil spills.

During the Exxon Valdez and BP Deepwater Horizon oil spills, for example,

and despite using numerous physical means to remove or disperse the oil,

natural and enhanced biodegradation greatly reduced oil concentrations and

played a major role in mitigating environmental impacts of these two worst

oil spills in the US history (Atlas & Hazen, 2011). Furthermore, in models
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that account for biodegradation (SIMAP, French McCay, 2003, 2004), it is

mostly represented as a first-order decay process neglecting the effect of sev-

eral important parameters that control the biodegradation rate, such as oil

composition, microbial population, dispersed oil droplets�water interface,

and availability of dissolved oxygen and nutrients. There is generally a need

for a more realistic description of biodegradation kinetics in oil spill models,

to enable for a more accurate prediction, evaluation of possible bioremedia-

tion strategies, and risk assessment in the mid and long term.

5.4.1 The pseudo-component approach

The fate algorithms of Mackay, Paterson, and Nadeau (1980) and Mackay,

Paterson, and Trudel (1980), which are typically used in oil spill models, con-

sider the oil as a uniform substance whose properties change as the slick weath-

ers, an approach that can lead to reduced accuracy, especially in the estimation

of oil evaporation and biodegradation. Oil is a complicated mixture of a large

number of different types of chemical compounds; therefore, as the slick

weathers the more volatile oil compounds will partition to the air causing the

slick to become rich in higher molecular weight compounds. In addition, the

easily biodegradable chemicals (e.g., alkanes, small aromatic molecules—with

one or two rings) will be depleted first leaving the recalcitrant components in

the water column. Therefore, it is important to differentiate between different

chemical groups in order to accurately estimate evaporation and evaluate bio-

degradation kinetics (Spanoudaki, 2016).

Based on the above considerations, it is important to differentiate between

different chemical groups in oil spill modeling based on their physical, chemi-

cal, and toxicological characteristics and track their fates separately. To this

end, the PC approach (Jones, 1997; Lehr et al., 2000) has been adopted in sev-

eral oil spill models for simulating certain weathering processes such as evapo-

ration, dissolution, and degradation (e.g., French McCay, 2004; Spanoudaki

et al., 2019). Under this approach, the chemical compounds that constitute the

oil are grouped into a relatively small number of discrete noninteracting com-

ponents (PCs), based on physical�chemical properties (volatility, solubility,

biodegradability). The resulting PCs behave as if they were single substances

with characteristics typical of the chemical group. The fate of each component

is then tracked separately. Distillation cuts can be used for generating the PCs,

based on the volatility and biodegradability of different chemical groups. An

example is depicted in Table 5.1.

In the modified version of MESLIK-II, evaporation is simulated follow-

ing the PC evaporation model of Jones (1997), while biodegradation of the

different PCs in oil droplets and dissolved oil is modeled by Monod kinetics.

The kinetics of oil particles size reduction due to the microbe-mediated deg-

radation at water�oil particle interface is represented by the shrinking core

model (Levenspiel, 1999; Vilcáez et al., 2013).
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5.4.2 Pseudo-component evaporation model

In the Jones (1997) PC evaporation model, each PC is treated as a single

substance with an associated vapor pressure and relative mole fraction. The

total evaporation rate of the (thick and thin) slick is the sum of the individual

rates. However, the individual rate for a particular component is coupled to

the other PCs by the relative mole fraction. The volumetric evaporation rate

for a single PC can be written as a function of the volume of the oil, and the

mole fraction and molar volume of the component:

dV

dt

� �
i

5
Kα

RTa

U
7
9V tð ÞPiVi fi tð Þ

T
ð5:36Þ

where i specifies the particular PC, Pi is the vapor pressure of the PC, Vi is

the molar volume of the PC, fiðtÞ is the time-varying molar fraction of the

PC, VðtÞ is the oil volume, U is the wind speed, T is the (thick and thin) slick

thickness, Kα is the reference mass transfer coefficient at 1 m/s, R is the gas

constant, and Ta is the ambient water temperature. The vapor pressure of

each PC is based on Antoine’s equation as discussed in Lyman et al. (1990):

TABLE 5.1 Example of pseudo-components used in the modified

MEDSLIK-II model to track the fate of different chemical groups based on

volatility and biodegradability.

Distillation

cut

1 2 3 4

Boiling
point

,180�C 180�265�C 265�380�C .380�C

Molecular
weight

50�125 125�168 152�215 .215

Aliphatic
compounds

Volatile
aliphatics:
C4�C10

Semivolatile
aliphatics:
C10�C15

Low-volatility
aliphatics:
C15�C20

Nonvolatile
aliphatics:
.C20

Aromatic
compounds

MAHS:BTEX
and substituted
benzenes

2 ring PAHs
(napthalenes)

3 ring PAHs $C4 ring
aromatics

BTEX, benzene, toluene, ethylbenzene, xylene; MAHs, monoaromatic hydrocarbons; PAHs,
polynuclear aromatic hydrocarbons.

ln
Pi

Patm

5
ΔSi BPi2CFið Þ2

RBPi

1

BPi 2CFi

2
1

Ta 2CFi

� �
ð5:37Þ
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where ΔSi is the change in entropy for vaporization of the PC, BPi is the

boiling point, and CFi is a parameter correlating viscosity with fraction

evaporated:

CFi 5 0:19BPi 2 18 ð5:38Þ
ΔSi 5 8:751 1:987logBPi ð5:39Þ

Jones (1997) also related molar volume and molecular weight of the PCs

to the boiling point of each component. The equations describing the biodeg-

radation kinetics for dissolved oil and oil droplets dispersed in the water col-

umn are described in Appendix A.

5.4.3 Biodegradation test case

The predictive ability of the modified version of MEDSLIK-II has been tested

for the Lebanon coastal spill, which occurred in mid-July 2006, the characteris-

tics and spreading of which are known. In addition to successfully predicting the

spreading of the oil slick, the total fate of the oil spill has been simulated both

with and without biodegradation kinetics, for comparison. The oil spill occurred

as a result of two bombing raids by Israeli missiles, on fuel storage tanks at the

Jiyeh power plant 30 km south of Beirut on the mornings of the 13 and 15 of

July 2006, causing the leakage of an estimated 12,000�15,000 tons of fuel oil

into the Mediterranean Sea (UNEP, 2007). Unfortunately, clean-up operations

were delayed for 5 weeks due to the conflict, during which time the oil contami-

nation spread over 150 km of the Lebanese coastline, reaching as far as the

Syrian coastline in the north (UNEP, 2007). According to UNEP (United Nation

Environmental Pollution), the type of oil spilled was medium/heavy oil that can

be compared to IFO 150 (Intermediate Fuel Oil, with a viscosity of 150 cSt at

50�C). CEDRE (Centre de Documentation, de Recherche et d’Expérimentation

sur les pollutions accidentelles des eaux) analyzed several oil samples and found

that the spilled Jiyeh oil had high saturate levels (around 50%), low aromatics

(around 28%), and around 22% resins and asphaltenes (CEDRE, 2006). The spill

was modeled as a continuous leakage of oil over a period of 6 days, starting July

13, 2006, at a rate of 130 tons/h, for a total mass of 18,770 tons of oil (Coppini

et al., 2011). Water currents (hourly mean fields) were obtained from the

CMEMS Med MFC (Copernicus Marine Environmental Monitoring Service of

the Mediterranean Monitoring and Forecasting Centre) and wind forcing from

ECMWF (European Centre for Medium-Range Weather Forecasts).

Chemicals in the oil mixture have been grouped into eight PCs (four for

aliphatic compounds and four for aromatic compounds), defined based on

four distillation cuts (Table 5.2). Kinetic parameters used for calculations are

outlined in Table 5.3. Values are based on averaged literature data (Choi,

Katsutoshi, Yasunori, & Unno, 1999; Walter et al., 1991; Desai, Autenrieth,

Dimitriou-Christidis, & McDonald, 2008; Dimitriou-Christidis & Autenrieth,
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2007; Lin & Cheng, 2007). Initial concentrations for biomass, dissolved O2,

N, and P of 2.733 104 cells/mL, 6 mg/L, 2 mg/L and 1 mg/L, respectively,

have been assumed (typical for the summer period of July�August in South-

eastern Mediterranean).

In Fig. 5.8, the oil slick concentration and oil adhered to the shoreline

(bold black line) are shown after 50, 150, 216, 250, 300, and 400 hours from

TABLE 5.2 PCs used in the modified MEDSLIK-II for the Lebanon oil

pollution test case.

Distillation

cut

1 (High

volatility

and

solubility)

2

(Semivolatile

and soluble)

3 (Low

volatility and

solubility)

4

(Nonvolatile

and

insoluble)

Boiling
point

,180�C 180�265�C 265�380�C .380�C

Molecular
weight

50�125 125�168 152�215 .215

Aliphatic
compounds

C4�C10
(PC 1)

C10�C15
(PC 2)

C15�C20
(PC 3)

.C20 (PC 4)

PC % in oil
mixture

4% 5% 18% 23%

Aromatic
compounds

MAHS:BTEX
and
substituted
benzenes (-to
C3- benzenes)
(PC 5)

C4 benzenes,
2 ring PAHs
(- to C2-
naphthalenes)
(PC 6)

C3-, C4-
naphthalenes,
3-ring PAHs
(PC 7)

$C4 ring
aromatics
(PC 8)

PC % in oil
mixture

3% 3% 12% 10%

BTEX, benzene, toluene, ethylbenzene, xylene; MAHs, monoaromatic hydrocarbons; PAHs,
polynuclear aromatic hydrocarbons; PCs, pseudo-components.

TABLE 5.3 Kinetic parameters used for Lebanon case study.

Pseudo-

components

1 2 3 4 5 6 7 8

μmax (h21) 0.6 0.6 0.55 0.05 0.32 0.23 0.1 0.053

Ks (mg/L) 27.28 55.57 86 28.65 32.3 23.75 28.65 28.65

YS 0.119 0.119 0.119 0.485 0.4 0.4 0.485 0.485
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FIGURE 5.8 Oil-slick concentration, coastal oil impact (bold black coast line), current fields

(black arrows), wind in the gravity center of each slick (green arrows), and satellite detected

observations on July 22, 2006 at 07:55 (blue slicks).
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the beginning of the spill. Comparison with satellite detected observations

for the surface slick on July 22, 2006 is also shown (blue slick). As shown in

the figure, after 400 hours almost all oil has been adhered to coast or dis-

persed in the water column.

The total fate of the spill is shown in Fig. 5.9. Around 14%

(2781 tons) of the total oil spill mass evaporated in the first 6 days; evap-

orated oil is composed of the lighter components of the spilled oil (mainly

from PCs 1, 2, 5, & 6). The remaining oil moved on the sea surface due

to spreading, advective, and diffusive displacements; dispersed in the

water column; and adhered to the coastline. After 6 days, when the total

volume of the spill was released, around 15,000 tons of oil was in the oil

slick on the sea surface. As time progressed, due to the direction of sea

surface currents, most of the sea surface oil adhered to the coastline, pol-

luting over 150 km of the Lebanese coastline (a total of 16,000 tons, from

FIGURE 5.9 Total fate of the oil spill: sea surface oil (oil slick mass), oil adhered to the coast-

line, total sea surface oil (oil slick mass1 oil adhered to coast), evaporated oil, oil in the water

column, biodegraded oil mass.
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the 18,770 tons of spilled oil). Approximately 110 tons of spilled oil was

dispersed in the water column (in oil droplets and dissolved form).

Fig. 5.9 shows the mass of oil in the water column with and without bio-

degradation. From the total amount of oil in the water column, approxi-

mately 32 tons are biodegraded after 1500 hours (62 days). The

biodegradation rate differs significantly between the different PCs, as

shown in Fig. 5.8. The total mass of PC 2 remaining in the water column

is biodegraded after 1,000 hours (41 days), while 85% of the mass of

PC 3 remaining in the water column is biodegraded after 1500 hours

(62 days). For the more recalcitrant PCs 4, 7, and 8, biodegradation

reaches only 8.5%, 15%, and 8%, respectively, of the total PC mass in the

water column after 2000 hours (82 days). This is an indication that biore-

mediation approaches would be needed to enhance the biodegradation

process. The model estimated that approximately 32 tons of oil from PC

4, 15.5 tons of oil from PC 7, and 13.8 tons of oil from PC 8 remained in

the water column 82 days after the spill.

5.5 Modeling of oil spills below the sea surface

Although deep-sea oil well blowouts are not as frequent as oil spills from

maritime traffic and tanker accidents, oil accidentally maybe released during

exploratory drilling or production activities at deep water depth is of particu-

lar concern, especially with the expansion of the offshore oil/gas industry to

deeper environments. The large drilling platform, known as the Deepwater

Horizon, experienced a gas blowout on April 20, 2010 and started releasing

oil into the Gulf of Mexico at a rate of 1000 barrels per day (US Coast

Guard, 2011; Klemas, 2010; Liu et al., 2011a,b,c). This event caused long-

term damage to the marine and coastal environment of the Gulf. Despite

many studies to develop effective response strategies following the

Deepwater Horizon accident, there still are significant knowledge gaps.

As an example of recent developments to address the oil spill model-

ing issues from a seabed blowout, the MEDSLIK module for predicting

the oil plume until reaching the sea surface is described below. The

MEDSLIK plume module incorporates a modified model originally pro-

posed by Yapa and Zheng (1997), Zheng and Yapa (1998), and Malačič

(2001) for entrainment of sea water into the oil plume and a revised Yapa

and Zheng model of detrainment of oil into the water body (Lardner &

Zodiatis, 2017). The mass and momentum equations in the MEDSLIK

plume module differ from those provided by Yapa and Zheng (1997), and

no gas�oil mixture is considered.

The rising of an oil plume generates a region of high turbulence around

its lateral boundaries, causing loss of momentum and leading to the perma-

nent entrainment of sea water into the oil plume and detrainment of oil into

the water body.

174 Marine Hydrocarbon Spill Assessments



Therefore, the oil plume is assumed to consist of bubbles of oil inter-

spersed with entrained sea water (Fig. 5.10). The whole plume admixture ris-

ing under the driving force of the buoyancy of the oil component, depending

on the density (ρ) of the plume:

ρ5 cρo 1 ð12 cÞρa ð5:40Þ
where ρo is the oil density, ρα is the sea water density, and c is the mean oil

concentration.

Let r be the radius and A the cross-sectional area of the plume at the

point s.

If w is the mean velocity of the plume matter (oil1water) at this cross

section, then the volume flux Φ is:

Φ5Aw5πr2w ð5:41Þ
The mass flux is equal to Ψ 5 ρ Φ and therefore the mass flux of oil is

equal to Ψo5 c ρo Φ.
The horizontal and vertical equations of motion of oil admixture in the

plume with mass M due to the buoyancy (B0) and drag forces (F0) from the

turbulence of the surrounding fluid are given by:

d

dt
Mwcosθð Þ52F0cosθ

d

dt
Mwsinθð Þ52F0sinθ1B0

N5 ρAw2;F0 5CDð2πrÞw3δtr B0 5 gΔρAwδtr;M5 ρAwδtr
dN

ds
52CDρa2πrw

2 1 gA Δρð Þsinθ N
dθ
ds

5 gA Δρð Þcosθ
ð5:42Þ

FIGURE 5.10 Schematic of the oil plume problem description with water entrainment.
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where w denotes the mean velocity at the across-sectional area A of plume

through which the oil is flowing/leaking, CD is the drag coefficient, Mw is

vertical momentum. The plume’s horizontal motion is estimated from the sea

currents components u and v, which are provided by the hydrodynamical

forecasting data. The horizontal advective displacement of the plume in the

easterly and northerly directions (Fig. 5.11) are given by,

dx=ds5 u=w; dy=ds5 v=w ð5:43Þ
where w5Φ0/A0 is the mean velocity of the oil admixture at the A0 cross-

sectional area of the opening through which the oil is leaking.

5.5.1 Experiments to access the sensitivity of the plume model
parameters

For a testing experiment, Lardner & Zodiatis, 2017 examined the oil spill

blowout with fixed CD- drag of 0.08 and α-entrainment coefficient of

FIGURE 5.11 A typical example of the X, Y, Z displacements in an oil plume modeling. The

displacement from the vertical axis becomes more and more rapid as the plume approaches the

sea surface, being especially pronounced in the upper 50 m, due to higher current speeds, com-

pared to the weaker subsurface currents.
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0.00005, using realistic sea density and currents. The MEDSLIK plume

model was run using a variety of oil plume parameters such as: oil density,

oil leakage depth, and leakage rate. The resulting oil thickness at the sea

surface with oil being released from a deep water source was always smal-

ler compared to the case when the release source was located at sea

surface.

Table 5.4 presents the results for different oil densities, from light to very

heavy oil. Under the same set of environmental conditions, the heavier the

oil, the slower it rises, and the greater the horizontal displacement, but there

are relatively small changes in the final cross section of the plume and the

final oil fraction.

Table 5.5 outlines the corresponding results for five different water

depths of the source location, between 500 and 2500 m. The rise time

increases with depth and the final oil fraction decreases. For the larger

depths, the final oil fraction becomes very low.

Table 5.6 presents the results of experiments considering leakage

rates of 10, 100, 1000, and 8000 m3/h through an opening with 0.01 m2

diameter. The last case is probably unrealistic because it corresponds to

an initial jet speed of over 200 m/s; the interesting point is that the jet

becomes almost vertical (with inclination over 89�) within less than

10 m from the source of discharge. The first case, corresponding to a

very low initial jet speed, buoyancy causes the velocity initially to

increase to a value of 0.62 m/s, before it decreases with the increasing

water fraction.

TABLE 5.4 Comparison of plume structure for different densities of oil.

After Lardner and Zodiatis (2017).

API Density

(kg/m3)

RiseTime

(minutes)

Velocity

(m/s)

X-

section

(m2)

OilFrac PlumeVol

(m3)

Displ

(m)

38.0 834.8 17.7 0.86 0.077 0.42 29.5 0.87

33.5 857.6 18.7 0.82 0.083 0.41 31.1 0.93

28.0 887.1 20.2 0.76 0.093 0.40 33.7 1.02

18.0 946.5 25.4 0.60 0.128 0.36 42.3 1.28

Rise time: The time in minutes for the oil to reach the surface.
Velocity: The final vertical velocity of the plume at the surface in m/s.
X-section: The cross-sectional area of the plume at the surface in m2.
OilFrac: The final oil concentration when the plume reaches the surface.
PlumeVol: The total oil content of the plume in m3.
Displ: The horizontal displacement of the plume at the surface in m.

Operational oil spill modelling assessments Chapter | 5 177



TABLE 5.5 Comparison of plume structure at different depths of spill. After Lardner and Zodiatis (2017).

Depth (m) RiseTime (minutes) Velocity (m/s) X-section (m2) OilFrac PlumeVol (m3) Displ (m)

500 8.9 0.89 0.051 0.61 14.9 0.93

1000 18.7 0.82 0.083 0.41 31.1 0.93

1500 29.2 0.76 0.13 0.29 48.6 0.93

2000 40.4 0.72 0.18 0.21 67.3 0.93

2500 52.2 0.68 0.25 0.16 87.1 0.93

Rise time: The time in minutes for the oil to reach the surface.
Velocity: The final vertical velocity of the plume at the surface in m/s.
X-section: The cross-sectional area of the plume at the surface in m2.
OilFrac: The final oil concentration when the plume reaches the surface.
PlumeVol: The total oil content of the plume in m3.
Displ: The horizontal displacement of the plume at the surface in m.



TABLE 5.6 Comparison of plume structure for different leakage rates. After Lardner and Zodiatis (2017).

Discharge rate (m3/

h)

InitialVel (m/

s)

RiseTime

(minutes)

FinalVel (m/

s)

X-section

(m2)

OilFrac PlumeVol

(m3)

Displ

(m)

10 0.28 38.5 0.34 0.054 0.09 6.4 0.13

100 2.78 18.7 0.82 0.083 0.41 31.1 0.93

1000 27.8 11.0 1.48 0.242 0.77 183. 3.21

8000 222.2 7.1 2.34 1.02 0.92 951. 8.13

Rise time: The time in minutes for the oil to reach the surface.
Velocity: The final vertical velocity of the plume at the surface in m/s.
X-section: The cross-sectional area of the plume at the surface in m2.
OilFrac: The final oil concentration when the plume reaches the surface.
PlumeVol: The total oil content of the plume in m3.
Displ: The horizontal displacement of the plume at the surface in m.



5.6 Oil spill prediction in areas with ice

Oil spill models may include the effect of ice on the movement of an oil

slick. The presence of ice on the sea surface affects the transport of an oil

slick, that is, the advection, the Stoke’s drift, the spreading and dispersion, as

well as the fate/weathering processes of evaporation and emulsification. For

oil spill predictions, the ice may be considered in two main forms: drift ice

that consists of separate floes that gradually move over the water surface and

restrict the movement of the oil and one or more ice shelves that consist of

packed ice that moves only slowly through melting or additional freezing

and behaves like a coastal boundary.

In the case of high concentration of surface drifting ice (. 0.7 for exam-

ple), the velocity of the oil will be equal to the velocity of the drifting ice,

while with low ice concentrations (,0.25), the advection of the oil is little

affected by the ice, but will be the usual combination of the sea currents, wind

drift and Stokes’ drift. For intermediate concentrations of the ice (. 0.25 and

,0.7) the oil advection will vary from the one to the other.

The total advection velocity of the oil parcels ui, vi as from the

Eqs. (5.1) and (5.2) are the sum of advection velocities uiadv, viadv and

wind drift velocities Wdrftx, Wdrfty and in addition plus the stokes drift

velocities Sx, Sy:

ui5 uiadv 1Wdrftx 1 Sx
vi5 viadv 1Wdrfty 1 Sy

ð5:44Þ

then the parcel total advection velocities are to be a combination of this and

the ice drift velocities Uicedrift, Vicedrift:

ui5 ui 12 fið Þ1 fi Uicedrift

vi5 vi 12 fið Þ1 fi Vicedrift
ð5:45Þ

where fi is the concentration of ice.

The Stoke’ drift in oil spill modeling usually is calculated using the

JONSWAP (Joint North Sea Wave Project spectrum) wind parameterization

(Hasselmann et al., 1973), while the availability of wave forecast from

CMEMS, NOAA, and regional wave forecasting systems made possible to

calculate the Stoke’s drift velocity (S) directly from the significant wave

height (H), the wave zero crossing period (T), and the water depth (z)

according to the equation,

Sx; Sy
� �

5
1

8
Hk2ωd ð5:46Þ

where k is the wave number, ω is the waves’ angular frequency, and d is the

vector wave direction.

Similarly the fate/weathering processes of evaporation and emulsification are

also reduced according to the ice concentration, toward zero as the concentration
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of drift ice increases from a low ice concentration value (0.25) to a high ice con-

centration value (0.7). Similarly, the expressions for the spreading of the thick

and thin slicks, in the presence of ice, are modified as below

ΔA
ðsÞ
tk 52

ΔV
ðsÞ
tn

Ttk
1C

ðsÞ
2 A

1=3
tk T

4=3
tk τ ð5:47Þ

ΔAðsÞ
tn 5C

ðsÞ
1 A

1=3
tn τexp 2C

ðsÞ
3 =ðTtk 1 0:00001Þ

� �
ð5:48Þ

the two constants C(s)
1 and C(s)

2 are modified by multiplying them by the

factor (1�f) where f is the concentration of the drift ice. This reduction of

the effective areas has the effect of reducing the rate of evaporation (but no

effect on the rate of emulsification or the change in oil viscosity).

To obtain the physical boundaries and the ice concentration for the

drift and/or shelf ice coverage at sea, the corresponding data are provided

from remote observations (by airplanes and satellites), or from numerical

models. The CMEMS, ESA, and NOAA portals report in near real-time

data on ice coverage at regional polar sea areas (Fig. 5.12). To be useful

for the models, the drift/floe ice data should consist of the geographical

FIGURE 5.12 Example of ice shelf and ice floes in the Azov Sea, as observed by VIIRS (visi-

ble infrared imaging radiometer suite) satellite image on the 28 February 2017 at 11:06 GMT.

Source: image processed by Dmitry Soloviev, MHI-RAS.
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coordinates at given data points, the fraction of ice cover and the east and

north components of the ice drift velocity at that given data point

(Fig. 5.13). The data points should be chosen so as to surround the antici-

pated location of the oil slick. Similarly, the ice shelf data may consist of

FIGURE 5.13 (A) Example of satellite detection of ice shelf and floes ice (light gray color) in

the Azov Sea on the February 28, 2017 at 11:06 GMT, integrated in MEDLSIK oil spill model-

ing prediction, after 18 h of simulations. (B) Enlarged domain north from Kerch strait with satel-

lite detected floes ice (light gray color) on the February 28, 2017 at 11:06 GMT and the

integrated MEDLSIK oil spill prediction, after 22 h of simulations.
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several separate sectors and the physical boundary of each must be pro-

vided separately for the oil spill simulations. Each record in the data con-

sists of the geographical coordinates of a point on the boundary of the ice

shelf.

Parcels of oil that hit the boundary of an ice shelf are assumed to become

stuck there, just as on a usual coastal boundary, but may be released back

into the water area under the influence of wind and currents later in the

numerical modeling simulations. During a long simulation, there may also be

changes in the position of an ice shelf due to melting or further accretion of

ice. In such a case, parcels of oil that are stuck on the boundary are assumed

to move with the ice to the nearest position on the new boundary.

5.7 Good practice for operational implementation of oil
spill models

The European Commission has established the European Marine Observation

and Data Network (http://www.emodnet.eu) for providing a convenient, sin-

gle entry point for accessing and retrieving marine data derived from the

EMODNET thematic portals, the CMEMS, and other initiatives for the

European seas. The EMODNET and CMEMS portals aim to provide readily

available marine data sets for operational tasks and scenarios such as oil spill

predictions to determine the likely trajectory of an oil slick and the statistical

likelihood of affecting sensitive coastal habitats, species and tourist beaches.

For instance, an “oil platform leak” scenario concerns the ability to produce

oil spill predictions in the Mediterranean, Black Sea, Baltic Sea, and other

European seas, where the EC (European Commission) generates the oil

leak alert online. In the framework of this EU(European Union) activity,

Lagrangian oil spill models such as MEDSLIK, MEDSLIK II, and

SEATRACK were implemented using the environmental data from CMEMS

and or other downscaled metocean forecasting systems.

The Synthetic Aperture Radar (SAR) satellite observations (ENVISAT,

Sentinel, RADARSAT, etc.) have become a useful means for detecting oil

slicks on the sea surface [Klemas, 2010; Liu et al., 2011a,b,c; De Dominicis

et al., 2013; Zodiatis et al., 2012; European Maritime Safety Agency portal

of the CleanSeaNet (EMSA-CSN)], due to its broad spatial coverage, inde-

pendence of the lighting and weather conditions. Detection of oil spills by

SAR systems is based on the dampening effect that oil has on sea surface

waves. An oil slick at sea “smoothes” the water surface and thus reduces the

radar backscatter. This creates a darker signature in the image, which can be

interpreted as a possible oil slick. A condition for detecting oil slicks on the

sea surface is that the wind is strong enough (between 2.5 and 13 m/s) for

the generation of waves, above which oil films become invisible to SAR.

EMSA-CSN (http://cleanseanet.emsa.europa.eu) provides oil slick detec-

tion to support the European Union Member States response agencies with
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routine monitoring of the European seas, using SAR satellite data provided

by the European Space Agency (ENVISAT, Sentinel) and other satellites

(RADARSAT) for illegal oil discharges (Fig. 5.14).

The downscaled CMEMS metocean forecasts are used along with SAR

satellite data for short forward and backward predictions (Fig. 5.15). Such

predictions can also be superimposed on the Automatic Identification of

Ships (AIS) traffic information to assist the response agencies to indentify

the ship responsible for the detected oil slicks, contributing in this way to the

implementation of the EU Directive 2005/35.

The simplest approach to use SAR data in oil spill models is to predict

the future and past movements of the boundary points of the slick outlined

on the satellite image. The advantage of this approach is that it is fast and

requires no extra programming. The disadvantage is that it does not allow

including physical processes other than advection.

A more sophisticated approach (Zodiatis et al., 2012) is to fill randomly

the slick outline with a large number of parcels of oil and to follow the

movements of the parcels. This strategy allows including the diffusion in

the estimation of future slick movement. It also enables the prediction of the

future and past states of the oil. This approach requires however significantly

FIGURE 5.14 Example of satellites remote sensing monitoring for oil slicks using ESA SAR-

C data from Sentinel 1 A, detected on the April 3, 2017 at 15:48 GMT, offshore Suez Canal in

the Mediterranean Sea. Source: image processed by Dmitry Soloviev, MHI-RAS.
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more computing resources, though is certainly preferable in that diffusion is

included.

Moreover, oil slick forecasts are useful in determining if any valuable

resources may be threatened by the oil and in suggesting the most appropriate

methods for combating it. Slick hind casts may help find the source of the oil,

assisting in this way the response agencies to implement the EU Directive

2005/35. By plotting data on ship movements obtained from local or regional

AIS, advanced oil spill models can assess whether any ship was in the same

place and at the same time at any hind-cast position of the oil slick (De

Dominicis, Pinardi, Zodiatis, & Archetti, 2013; Zodiatis et al., 2012).

With respect to the preparation of Impact Damage Assessment from off-

shore oil/gas industry, stochastic oil spill simulations are usually carried out

using climatology and hind cast metocean data from CMEMS, ECMWF,

NOAA, or other systems (Alves et al., 2016). It is suggested that in the case

of long-run oil spill simulations for the needs of Impact Damage Assessment,

a large number of oil spill predictions, over the entire period under

FIGURE 5.15 Example of MEDSLIK hourly oil slicks predictions for 24 h forward (green

color) and backward (gray to black color) using ESA SAR-C data from Sentinel 1A, detected

(white color) on April 3, 2017 at 15:48 GMT, offshore Suez Canal in the Mediterranean Sea.

The orange color triangle indicates the location of an offshore oil/gas platform in the exclusive

economical zone (EEZ) of Egypt, while the superimposed map the Automatic Identification of

Ships shipping traffic in the area with the ships (colored dots south-west from the offshore plat-

form) waiting to enter the Suez Canal.
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examination will provide adequate data for accurate estimations of the sea-

sonal and interannual statistics of the weathering fate parameters of the spilled

oil. This approach has been successfully implemented for the Evaluation of

the Leviathan Environmental Impact Assessment (Zodiatis et al., 2020;

Zodiatis et al., 2021) in the easternmost part of the Mediterranean, off the

coast of Israel, where 5844 oil spill simulations were carried out over a period

of 4 years, using the daily sea currents and SST from CMEMS Med MFC and

the 6-hourly ECMWF wind data. The stochastic oil spill simulations in this

particular study were initiated every 6 hours for 10 days predictions

(Fig. 5.16).

From Fig. 5.16 is demonstrated that the 12 simulations scenarios carried out

in the frame of the Leviathan Environmental Impact Assessment (Brenner,

2019) do not provide the adequate time coverage for seasonal and interannual

statistics of the fate parameters, compared to the 5844 scenarios covering the

entire period of the 4 years carried out in the Evaluation of the Leviathan

Environmental Impact Assessment (Zodiatis et al., 2020; Zodiatis et al., 2021).

The statistics of the data obtained from the 5844 oil spill simulations were inter

compared with those resulting from 12 in total oil spill simulations scenarios

(Brenner, 2019) over a period of 4 years during the Evaluation of the Leviathan

Environmental Impact Assessment (Zodiatis et al., 2020; Zodiatis et al., 2021).

FIGURE 5.16 Time series of the impacted coastal length from the condensate spillage during

the period 2015�18 carried out in the frame of the Evaluation of the Leviathan Environmental

Impact Assessment, superimposed with the time windows of the 12 simulations for the period

2007�10 carried out previously in the frame of the Leviathan Environmental Impact

Assessment. After Zodiatis, G., Liubartseva, S., Loizides, L., Pellegatta, M., Coppini, G.,

Lardner, R., . . . Brillant, A. (2020). Evaluation of the Leviathan offshore platform environmental

studies in the Eastern Mediterranean Sea. EGU2020-5386-European Geosciences Union

General Assembly 2020, Vienna, 3�8 May.
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The obtained results demonstrate the importance of the implemented approach

for the identification of the monthly and seasonal variation of the weathering

fate processes, for example, for the assessment of the monthly variability of the

impacted shoreline (Fig. 5.17).

5.8 Conclusions

Generally, the movement of oil spill on the sea surface, with and without ice

and in the water column is a complex process, as the chemical and biological

changes in the oil affect its physical properties, which, in turn, affect the fate of

spilt oil in the marine environment. Several well established oil spill models

were developed and implemented during the last two decades, all of which have

incorporated the advection diffusion and the fate processes of evaporation, emul-

sification, dispersion, beaching and sedimentation, but only few of them include

the parameterization of biodegradation, the oil plume and the effect of ice.

During the same period, the development of the operational metocean forecast-

ing systems (CMEMS, NOAA, etc.) and the satellite technology for detecting

oil slicks (SAR) and monitoring the shipping routes (AIS) made possible the

near real-time use of quality controlled forecasting for winds, sea currents,

waves, and SST data. Combined with the metadata information of a spill, these

allowed improving the accuracy of the oil spill advection-diffusion predictions

FIGURE 5.17 Monthly and seasonal variations of condensate onshore carried out in the frame-

work of the Evaluation of the Leviathan Environmental Impact Assessment. After Zodiatis, G.,

Liubartseva, S., Loizides, L., Pellegatta, M., Coppini, G., Lardner, R., . . . Brillant, A. (2020).
Evaluation of the Leviathan offshore platform environmental studies in the Eastern

Mediterranean Sea. EGU2020-5386-European Geosciences Union General Assembly 2020,

Vienna, 3�8 May.
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and thus the operational response capability. The fate and biodegradation pro-

cesses described in this chapter provide the basic equations that should be

implemented in oil spill modeling; further research of the biodegradation of

spilled oil is required in the laboratory and in the field to assess toxic impacts of

oil to ecosystems, to describe the effect of different parameters on biodegrada-

tion kinetics, to assess the performance of microbial communities, and to evalu-

ate various bioremediation strategies. Nevertheless, the oil spill models were

proven to be a valuable tool for assisting the response agencies during emergen-

cies with the provision of short predictions, while ensemble long spill simula-

tions provide valuable information related to the possible impact damages from

offshore platforms at monthly, seasonal, and annual scales.
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Appendix A: Biodegradation for dissolved oil and oil droplets
dispersed in the water column

The equations for the biodegradation kinetics for dissolved oil (multiple sub-

strates can be simulated; no inhibition is assumed) and oil droplets dispersed

in the water column are described by the following equations.
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where Si is the dissolved oil concentration of pseudo-component

i [M/L3]; rSi is the rate of dissolved oil degradation for pseudo-

component i [M/L3T]; B is the bacteria concentration in the bulk fluid

[M/L3]; rB is the bacterial growth rate [M/L3T]; O2 is the oxygen concen-

tration [M/L3]; rO2 is the rate of oxygen consumption [M/L3T]; O2
s is the

oxygen saturation concentration [M/L3]; N is the nitrogen concentration

[M/L3]; rN is the rate of nitrogen consumption [M/L3-T]; P is the phos-

phorous concentration [M/L3]; rP is the rate of phosphorous consumption

[M/L3T]; μmaxi is the maximum specific growth rate [T21]; YSi is the oil

yield coefficient (microbial mass produced per mass of pseudo-

component i consumed); YO2i is the oxygen yield coefficient (microbial

biomass produced per mass of oxygen consumed for the biodegradation

of hydrocarbons types in pseudo-component i); YNi is the nitrogen yield

coefficient (microbial biomass produced per mass of nitrogen consumed

for the biodegradation of hydrocarbons types in pseudo-component i);

YPi is the phosphorous yield coefficient (microbial biomass produced per

mass of phosphorous consumed for the biodegradation of hydrocarbons

types in pseudo-component i; kd is the biomass death rate [T21]; ψ1 is

the percentage content of N in biomass; ψ2 is the percentage content of N

in biomass; KLα is the overall oxygen mass transfer coefficient [T21L23];

KS is the oil half saturation constant [M/L3]; KO2 oxygen half saturation

constant [M/L3]; KN is the nitrogen half saturation constant [M/L3]; KN is

the phosphorous half saturation constant [M/L3].

Oil droplets biodegradation kinetics, where the rate of particle size reduc-

tion is controlled by the reaction rate at the water�oil particle surface, is

described by the Eqs. (5.A7)�(5.A11), while the Eq. (5.A12) describes the

rate of oil droplet diameter reduction.
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where Noil is the mass of oil droplets [M]; A is the surface area of oil droplets

[L2]; D is the oil droplet diameter [L]; ρoil is the oil density [M/L3]; rSdi is the

rate of dispersed oil degradation for pseudo-component i [M/L3T]; Ni is the mass

of pseudo-component i in oil droplets [M]; Sdi is the concentration of pseudo-

component i in oil droplets [M/L3]; Bs is the concentration of microbes at the oil

droplet-water interface [M/L3]; rBd is the bacterial growth rate due to oil droplets

biodegradation [M/L3T]; rNd is the nitrogen consumption rate for oil droplets

degradation [M/L3T]; NN is the nitrogen mass [M]; rPd is the phosphorous con-

sumption rate for oil droplets degradation [M/L3T]; NP is the phosphorous mass

[M]; rO2d is the oxygen consumption rate due to oil droplets degradation

[M/L3T]; NO2 is the oxygen mass [M]; V is the control volume [L3].

Eq. (5.A13) describes the rate of oil droplets size shrinking due to oil bio-

degradation by native bacteria. Integration of Eqs. (5.A13) and (5.A14) gives

the fraction of the biodegraded oil droplet volume as a function of time. The

term X1 quantifies the fraction of biodegraded oil for a single oil droplet:

12 12X1ð Þ1=3 5 kbD

D
t ð5:A13Þ
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The fraction of biodegraded oil for a distribution of oil droplets, X, is a

function of the oil droplet size distribution. Therefore, the overall conversion

of oil droplets of various sizes is found by integrating Eq. (5.A15) with

respect to the size of oil droplets (D):

X5 12

ðDmax

0

12 kbD

D
t

� �
P Dð ÞdD; ð5:A15Þ

where P(D) is the oil droplet size distribution function. At each time step,

Eqs. (5.A1�5.A15) are solved to determine the biodegradation rate of each

PC separately (for both dissolved oil and oil droplets), as well as biomass

production and oxygen, nitrogen, and phosphorous consumption rates. The

model produces as output the evolution of the concentration and the position

of the surface slick, the dispersed oil and the oil adhered to coast.
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A gamma distribution is often assumed for P(D) since this droplet size

distribution (for oil dispersed in the water column) has been reported in stud-

ies describing the effect of chemical dispersants on oil droplet size distribu-

tion (e.g., Li, Lee, King, Boufadel, & Venosa, 2008):

PðDÞ5 1

βαΓðαÞD
α21e2D=β ; ð5:A16Þ

where μ5αβ is the mean droplet diameter, σ5α0.5β is the standard devia-

tion, and CV5σ/μ is the coefficient of variation. Delvigne and Sweeney

(1988) suggest, based on experimental work, that the number of droplets cen-

tered on diameter D per unit volume of water, can be expressed as:

PðDÞ5No

Do

D

� �2=3

; ð5:A17Þ

where No; Do are experimental values. The definition of droplet size distri-

bution is a choice of the user.
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Chapter 6

Assessment of oil toxicity in
water

Trond Nordtug and Bjørn Henrik Hansen
SINTEF Ocean AS, Trondheim, Norway

6.1 Introduction

The need for establishing toxicity data for crude oil and related petroleum

products has triggered the development of a variety of test procedures.

Unfortunately, a large fraction of the reported data is of little value for risk

assessments due to incomplete information on test conditions and limited

verification of exposure concentrations. Reviews of literature data and test

conditions have been issued with recommendations of future standardization

of test regimes and reporting of results, and we recommend consulting

review publications by Hodson, Adams, and Brown (2019), Adams et al.,

(2017), Echols, Smith, Gardinali, and Rand (2016), and Redman and

Parkerton (2015). The current chapter discusses some of the background

issues that make toxicity testing of oil challenging, including some examples

on how experimental conditions and choice of exposure metrics can affect

reported toxicity values. In this process, we have revisited some of our

earlier work to illustrate the aspects discussed. Finally, we describe how, in

our opinion, experiments can be conducted to supply data to risk and damage

assessment models for oil spills.

6.2 Crude oil properties in water

Crude oil and related product such as bitumen and fuel oils show a huge var-

iation in both physical properties and composition. Crude oil consists of

thousands of compounds of which only a fraction is dissolved in water, and

of those dissolved, only a tiny fraction is characterized with traditional chem-

ical analysis. In case of an oil spill, the oil properties have a huge impact on

the distribution and toxicity in the environment. Light crude oil will easily

disperse into the water column, while heavier oils will stay on the water sur-

face either as an oil slick, lumps of oil or mixed with water to form
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emulsions (mousse). The main factors influencing the weathering degree of

the spilled oil are the spill properties (e.g., surface release or blow-out),

physical properties of the oil, chemical composition of the oil, environmental

conditions (including weather, winds, sunlight, temperature, and currents),

and the properties of the water (including salinity, temperature, density, oxy-

gen, microbial communities, and presence of particles) (Daling et al., 2014;

NRC, 2005). All these factors have a pronounced impact on the fate and

spreading of the oil after a spill, which again affects the bioavailability of

toxic components and consequently the impact on the local ecosystem.

After a surface oil spill into water, the oil immediately starts weathering,

initially by losing a large portion of the lighter components such as the ben-

zene, toluene, ethylbenzene, and xylenes (BTEX), lighter polycyclic aro-

matic hydrocarbons (PAHs), and small aliphatic substances fraction by

evaporation. Further weathering includes biodegradation and photodegrada-

tion. Thus, fresh crude oil is only found the area in the immediate vicinity of

a continuous oil spill and a short time window of an episodic spill, whereas

the environment is mostly exposed to various degrees of weathered oil.

Toxicity testing is therefore often done with artificially weathered oil.

For deepwater oil spills, dispersion, dissolution, spreading, and subse-

quent biodegradation will be the dominating weathering processes before the

oil reaches the water surface. As for oil reaching the water surface and for

the surface spills, the lighter components will be the first to leave the oil

through evaporation.

In wind-exposed open waters and for high-velocity subsea blow outs cre-

ating turbulent conditions at the release point, such as the Deepwater

Horizon accident, the oil will be dispersed into the water as oil droplets, and

this will affect the dilution and bioavailability of toxic oil components.

To recreate a spill scenario in the laboratory is impossible and providing

reliable risk assessment based on acute toxicity tests run in the laboratory

should be done with caution. Toxicity threshold values from laboratory stud-

ies display large variations for oil, even for the same oil type. Much of the

variation is suspected to be caused by the methodology used to prepare expo-

sure solutions.

6.3 Approaches for characterizing oil toxicity

Characterizing the toxicity of oil in water is challenging due to the variety of

physical properties of different crude oil. Different properties may signifi-

cantly affect the concentration of bioavailable fraction of toxic oil compo-

nents. It is therefore crucial how exposure solutions are made and how the

expose concentrations are quantified. Standardized procedures such as those

described by the Chemical Response to Oil Spills: Ecological Effects

Research Forum (CROSERF) has been a necessary step toward being able to

compare the toxicity of different oil qualities (Aurand & Coelho, 1996;
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Singer et al., 2000). However, within these standard procedures there are

also room for inconsistencies between tests.

There are two basic experimental approaches commonly used for deter-

mining oil toxicity:

(1) Mimicking the actual exposure conditions (e.g., spiked exposure)

(2) Standardized exposure conditions with constant exposure (e.g., 48 or

96 hours static, semistatic or flow-through toxicity tests)

These two approaches have different challenges. Mimicking environmen-

tal exposure conditions is a case study which at best is representative of a

specific spill scenario and usually give very little general information that

can be used for other spill situations. The second case is less environmentally

realistic but may provide specific toxicity of specific oils (for specific spe-

cies). However, there are numerous pitfalls in using this method that may

significantly affect the estimated toxicity results. Furthermore, using these

data in risk assessment require some kind of modeling to estimate the fate

and spreading of the oil spill. Both approaches can to a certain extent be

standardized as has been done by the CROSERF (Aurand & Coelho, 1996;

Singer et al., 2000). Unfortunately, the standardization is in most cases

related to the procedures such as stirring velocity and oil loading (oil to

water ratio) and often very little information given about the actual exposure

conditions.

In estimating the potential fate and effects of a large oil spill, there is no

alternative to using numerical modeling, like the Oil Spill Contingency and

Response (OSCAR) model (Reed et al., 2000). All models have in common

that they need parameterized data input, and most of the existing toxicity

data on oils do not provide data that support these models (environmental

models cannot use stirring velocity or vortex depth). In the following, we

discuss aspects related to toxicity characterization of oil for different organ-

isms and how to provide parameterized data for use in oil spill risk and dam-

age assessment.

6.4 Preparation of exposure solutions

6.4.1 Oil loading and impacts on partitioning of components
between oil and water

The traditionally accepted exposure media preparation for oil toxicity testing

adopted from CROSERF has involved generation of water accommodated

fractions (WAFs) representing the dissolved components of the oil and

chemically enhanced WAFs (CEWAFs) defined to represent mixtures con-

taining entrained oil-added chemical dispersant (Singer et al., 2000).

Preparation of WAF/CEWAF according to CROSERF is made by stirring of

water with oil added on the surface. The oil to water ratio (OWR, oil
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loading) may be varied, and the toxicity is determined by testing of the water

phase in a series of OWRs. The results of these tests when presented as spe-

cific toxicity (e.g., EC/LC50) often show that both oil weathering and

reduced oil loading increase the toxicity. This is related to solubility and par-

titioning of individual oil components between oil and water and does not

necessarily reflect the environmental toxicity of the oil. Understanding dilu-

tion and dissolution of oil in water is therefore important for being able to

evaluate reported toxicity results.

Most of the available literature indicate that toxicity of oil is predomi-

nantly related to the water-soluble fraction (WSF) of oil (Carls et al., 2008;

Olsvik et al., 2011). Partitioning of oil components between oil and water is

related to the ratio of oil and water, the composition of the oil, and the solu-

bility of individual oil components. In addition, the contact time and area of

the oil�water interface will determine the time needed to reach an equilib-

rium between oil and water. Gas charged oils during deepwater spills such as

DWH, pressure, and temperature also affect the dissolution process (Jaggi

et al., 2017).

The mass fraction of individual components associated with the oil phase

in an oil dispersion increase with log Kow of the components. Components

with log Kow.B6 have very low seawater solubility, being almost exclu-

sively associated with the oil droplets in an oil dispersion. Dilution of oil dis-

persions causes a redistribution of components between oil and water,

increasing the mass fraction of less-soluble components in the water phase.

This implies that even if the equilibrium between oil and water is main-

tained, there will be a net mass transfer of components from the oil to the

water at each dilution step.

Although oil is not an ideal solution, the shift in mass distributions can

be explained by Raoult’s law (Guggenheim, 1937). A simplified expression

to describe equilibrium partitioning between an organic phase and water is

shown in Eq. (6.1) (Cline, Delfino, & Rao, 1991; Lee, Hagwall, Delfino, &

Rao, 1992; Lee, Rao, & Okuda, 1992).

Cw 5 xoSl ð6:1Þ
where Cw is the chemical’s concentration (mol/L) in the water in equilibrium

with the oil, Sl is the aqueous solubility of the pure chemical (mol/L), and xo
is the mole fraction of the chemical in the oil. Aqueous solubility (Sl) for a

given component is constant at similar physical conditions and thus the equi-

librium water concentration depends only on its molar fraction (xo) in the

oil. More of the total mass of individual components will be transferred to

the water during the dilution process as the oil:water ratio decreases.

Consequently, the molar fraction in the oil matrix (xo) will ultimately be

reduced, causing a decline in the equilibrium water concentration. Since par-

tition coefficients (e.g., measured as log Kow) is inversely related to solubil-

ity, the depletion of the mass fraction contained in the oil first declines for
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the low log Kow components (highest solubility). Further dilution causes suc-

cessively more of the mass of high log Kow and low solubility components to

be transferred to the water phase. This results in a higher mass fraction of

the less-soluble components (e.g., Kow. 5) in the aqueous phase at lower

oil:water ratios Fig. 6.1. Similar observations of a relative increase in disso-

lution of higher molecular weight oil components corresponding to an

increase in their mole fraction have been reported in crude oil and coal�oil

solubility studies (Eganhouse, Dorsey, Phinney, & Westcott, 1996; Picel,

Stamoudis, & Simmons, 1988; Shiu, Maijanen, Ng, & Mackay, 1988), but to

our knowledge few for crude oil droplet dispersions (Hansen, Olsen, et al.,

2018). Thus, when dispersions are diluted, the composition and concentration

of the WSF of crude oil dispersions will not follow a linear dilution.

If the dissolved and particulate oil components have different toxicological

properties, the partitioning between the two phases will have an impact on the

predicted toxicity of the dispersion. To illustrate this, water analyses from an

experiment where Hansen, Parkerton, Nordtug, Størseth, and Redman (2019)

compared the effects of dispersions to the corresponding (inline filtered)

WSFs is shown in Fig. 6.2. The figure shows PAH distribution between oil

and water in dispersions with different oil concentrations. The data are pro-

duced by simply subtracting the concentrations in the WSF from the corre-

sponding concentrations in the dispersion to visualize the composition of the

oil. The sum of the concentrations in the two compartments correspond to the
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FIGURE 6.1 Distribution of polycyclic aromatic hydrocarbons between oil and water at differ-

ent oil dispersion concentrations related to their log Kow during dilution in clean seawater. Data

based on comparing concentrations of 23 polycyclic aromatic hydrocarbons in dispersions and

their corresponding inline-filtered water-soluble fractions (Nordtug, Olsen, Altin, Meier, et al.,

2011). Average volumetric oil droplet size was 10.9 μm. Modified from Hansen et al. (2019).

Developmental effects in fish embryos exposed to oil dispersions � The impact of crude oil

micro-droplets. Marine Environmental Research, 150, 104753.
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PAH profile in the added oil. For the lowest concentration, the least alkylated

PAH homologs are nearly depleted from the oil and, only the more alkylated

high Kow components (log Kow. 5.5) remains in the oil at approximately their

original concentration. This resembles the oil weathering observed after an oil

spill. However, in a dispersion with small oil droplets, this process is much

faster due the increased interphase area between oil and water.

Dissolved oil components are readily bioavailable and regarded as the

main drivers of acute toxicity in marine organisms (Carls et al., 2008;

Nordtug, Olsen, Altin, Overrein, et al., 2011; Olsvik et al., 2010; Olsvik

et al., 2011). Components with high Kow display higher acute toxicity per

mass unit due to their higher potential for bioaccumulation. Since the solubil-

ity of these components is also low, they will be retained in the oil phase

much longer than the lighter components when the oil is diluted in the water.

Consequently, their equilibrium water concentration according to Raoult’s

law may be relatively unchanged during the dilution process while the lighter

components become depleted. The relative contribution of heavier compo-

nents to toxicity will therefore increase with dilution. Although this causes

the mass-based acute toxicity to increase as indicated by a reduction in EC/

LC50, the overall acute toxicity of the mixture is usually reduced or

unchanged due to the decrease in total concentration of the WSF (Faksness,

Altin, Nordtug, Daling, & Hansen, 2015).

6.4.2 Stability of oil dispersions

Preparations of high-energy WAFs (HE-WAFs) were adopted by many labo-

ratories to assess oil dispersion toxicity following the Deepwater Horizon

blowout, where chemical dispersants were used to disperse oil during the

continuous and highly turbulent release (Sandoval, Ding, & Gardinali, 2017).

FIGURE 6.2 Distribution of polycyclic aromatic hydrocarbons between oil and water at different

concentrations of oil dispersions [A: low (L) concentration, 0.12 mg, B: medium (M) concentra-

tion, 0.68 mg/L, and C: high (H) concentration 3.5 mg/L]. Data are created by comparing polycy-

clic aromatic hydrocarbon concentrations in inline-created dispersions of and their corresponding

inline-filtered water-soluble fractions in a flow-through system (Nordtug, Olsen, Altin, Meier,

et al., 2011). Average residence time of the dispersions was about 3 h. Plots were based on raw

data from Hansen, B.H., Salaberria, I., Read, K.E., Wold, P.A., Hammer, K.M., Olsen, A.J., . . .
Bardal, T. (2019). Developmental effects in fish embryos exposed to oil dispersions � The

impact of crude oil micro-droplets. Marine Environmental Research, 150, 104753.
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The procedure used for creating the test solutions is similar to the WAF sys-

tem described above, but with rapid stirring using a blender to disperse oil

into seawater followed by a 1 hour settling period to allow surfacing of some

of the larger oil droplets before collecting the exposure solution. The size

distribution of oil droplets created at similar turbulence energy varies greatly

between oil qualities, and the oil content in the solution will also be highly

variable due to different rise velocity of the droplets. Thus, the result from

comparing the toxicity of different oils depends highly on the metrics used

to describe the exposure concentration. This may be illustrated by comparing

neat oil with the same oil treated with chemical dispersant. Dispersants are

“soap-like” chemicals that reduce the interfacial tension between oil and

water, and thus reduce the droplet size distribution at a given mixing energy.

For example, when comparing similar oil loadings with and without chemi-

cal dispersant, the chemically dispersed oil often shows a similar or higher

toxicity than the untreated oil due to a more-efficient distribution of oil in

the CEWAF. If, on the other hand, the toxicity is related to the total concen-

tration of oil components chemically dispersed oil may appear significantly

less toxic than the untreated oil. This is caused by difference in oil droplet

size distribution in the two solutions where small droplets in the chemically

treated WAF are retained in the water while larger droplets in the untreated

oil are rapidly rising to the surface.

The theoretical surfacing velocity of oil droplets in stagnant water (no

turbulence) can be calculated by Stoke’s law.

vs 5
2

9

ðρp 2 ρf Þ
μ

gR2 ð6:2Þ

ϑs is the particles’ settling velocity (m/s) (vertically downward if ρp. ρf,
upward if ρp, ρf), g is the gravitational acceleration (m/s2), ρp is the mass

density of the particles (kg/m3), and ρf is the mass density of the fluid (kg/

m3). μ is the dynamic viscosity (N s/m2), R is the radius of the spherical

object (in m).

According to Stoke’s law, the surfacing velocity of small oil droplets

increases fourfold for each doubling of the droplet diameter. Due to the differ-

ences in surfacing velocity more oil will be retained in the water phase in the

CEWAF after a defined settling period. Because oil components contained in

oil droplets are not as bioavailable as dissolved components, the droplets con-

tribute directly to the recorded concentration but less to the toxicity. In conse-

quence, components contained within droplets included in sample collected for

analyses contribute to the total concentration without being bioavailable.

Consequently, the effect concentration will be overestimated causing an under-

estimation of the toxicity that increases with increasing oil content.

In natural water, the oil droplets will be affected by vertical turbulence

and the Reynolds number (Rhodes, 2008), and the rise velocity is expected
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to be slower than predicted by Stoke’s law. Static or semistatic experimental

system normally do not include turbulence, and it is evident from Fig. 6.3

that it is impossible to maintain a controlled and constant exposure situation

with dispersions in these systems.

Chemical dispersants enhance the formation of small oil droplets by

reducing the oil�water interfacial tension. This will most certainly increase

the rate of dissolution due to the increased oil surface. However, due to the

limited amounts of dispersants used (application rates 2%�4% of the oil

mass), it is not expected that the dispersant will have a large effect on the

equilibrium distribution of oil components between oil and water. This is

illustrated in Fig. 6.4 showing the distribution of PAHs between oil and

water related to log Kow in dispersions with similar oil droplet size distribu-

tion and concentration with and without 4% dispersant. The distribution is

similar in the two dispersions but suggesting a slightly higher dissolved frac-

tion of the lighter PAHs in the presence of dispersant. Jaggi et al. (2020)

showed a moderate but consistently higher dissolved fraction of BTEX com-

ponents in the water after adding dispersant.

6.5 Characterization of exposure

The standard methodologies to characterize exposure in toxicity tests utiliz-

ing crude oil includes liquid�liquid extraction of water samples using

dichloromethane (DCM) (USEPA, 1996) followed by chemical analyses

using separation of components based on boiling point with gas chromatog-

raphy (GC). This is most commonly done using GC-flame ionization detec-

tion (GC-FID) and GC-mass spectrometry (GC-MS). Using GC-FID, total

hydrocarbon (THC), often referred to as total extractable (organic) material
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FIGURE 6.3 Terminal rise velocity of oil droplets with different sizes and densities according

to Stokes law. (A) Rise velocity. (B) Time to migrate. 10 cm.
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and total petroleum hydrocarbons, with carbon numbers typically ranging

C10 to C40 can be quantified (United States-EPA, 2013). This method mea-

sures only one total signal from all components extractable by DCM in com-

bination and thus provides limited information about what components are in

the mixture. Although most oil components are extractable by DCM, how-

ever, some are not and thus notation “THC” may be a bit misleading. As

such the method will also not discriminate between petrogenic and biogenic

components. This method usually has a high limit of detection, but it is use-

ful as a measure for the total amount of petrogenic material in exposure solu-

tions. GC-MS is more sensitive than GC-FID as it specifically monitors

selected masses or ions and provides quantifications of (usually) 22 unsubsti-

tuted PAHs and 22 alkylated PAHs (USEPA, 2007). By adding tandem MS

(GC-MS/MS), detection limits are reduced even further. For quantifying

lighter and more volatile petrogenic components, like BTEX, purge-and-trap

GC-MS (United States-EPA, 2006) is widely used.

Common for the mentioned analytical methods is that they are unable to

separate between oil compounds present in the water phase (dissolved com-

ponents) and particulate phase (oil droplets). To do this, either the method
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FIGURE 6.4 Partitioning of polycyclic aromatic hydrocarbons between oil and water related to

log Kow in dispersions of oil with and without chemical dispersant. Data created by comparing

polycyclic aromatic hydrocarbon concentrations in inline-created dispersions of (20 mg oil/L)

and their corresponding inline-filtered water-soluble fractions (Nordtug, Olsen, Altin, Meier,

et al., 2011; Nordtug, Olsen, Altin, Overrein, et al., 2011). Average volumetric oil droplet size

was about 14 μm in both dispersions. Dasic NS (4%) was mixed in to one of the oil batches.

Data replotted from Olsvik et al. (2012). Is chemically dispersed oil more toxic to Atlantic cod

(Gadus morhua) larvae than mechanically dispersed oil? A transcriptional evaluation. BMC

Genomics, 13.
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for generating oil exposures need to be highly controlled and documented

based on particle measurements in combination with analytical chemistry

(Nordtug, Olsen, Altin, Meier, et al., 2011) or modeling efforts are needed to

postprocess data on chemical composition to estimate droplet concentrations

(Hansen, Parkerton, et al., 2019; Redman, 2015; Redman et al., 2007).

Importantly, a prerequisite for both approaches is analyses of representative

samples of exposure media.

Crude oils from different reservoirs vary markedly in chemical composition,

and thus their potential for aquatic toxicity differs markedly. For acute toxicity,

using lethality as endpoint, total PAH, or THC is widely used as exposure

metrics. This is not unproblematic as all measured (and unmeasured) oil compo-

nents are not equitoxic on a mass basis; however, quantitative structure�activity

relationship (QSAR) models are being used successfully to predict LC50s of

mixtures where concentrations of components are based on a molar basis.

6.6 Bioavailability of oil components

6.6.1 The impact of biomass used in toxicity testing

Provided that materials used in the exposure are reasonably inert such as glass-

ware, lipophilic components in static exposure systems partition between

between the biomass and water. This process is time and biomass dependent.

For nonpolar petrogenic component, there is a correlation between log Kow and

bioconcentration factors [the ratio between body concentration and water con-

centration at equilibrium during constant exposure; bioconcentration factor

(BCFs)] (Di Toro & Mcgrath, 2000; McGrath & Di Toro, 2009). Thus, the par-

titioning between water and biomass can be roughly estimated at equilibrium

based on the water-soluble concentration of components and the lipid content of

the biomass. This will indicate the worst case since for highly lipophilic compo-

nents, the uptake relative to the BCF is slow and during a conventional acute

study, the final body residue may be much lower than at equilibrium. Highly

lipophilic components in general have low solubilities and high BCFs. Thus, in

static exposure systems, uptake in the biomass may cause a depletion of these

components and underestimation of their toxicity.

6.6.2 Impact of exposure duration and kinetics of uptake and
depuration

After an oil spill, the concentration of dissolved components (and oil dro-

plets) decreases due to dilution. The exposure profile for organisms in the

recipient greatly depends on the size of the spill. Whereas a small surface oil

spill will create a transient increase in concentration (spiked exposure), a

large oil spills may create plumes of contaminated water where the dilution

mostly occurs in the marginal zone of the plume. This causes different
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exposure conditions with regard to composition of dissolved oil components

and exposure durations. In the case of small oil spills, BTEX may dominate

the contribution to toxicity, whereas during a large spill, the extended expo-

sure time and oil weathering will increase the toxic contribution of larger

and less-soluble components, such as PAHs. This has important implications

for the way toxicity experiments should be conducted.

It is well known that size of organisms affects the rate of uptake and that

lipid content is an important determinator for the BCF (Hendriks, Van Der

Linde, Cornelissen, & Sijm, 2001). In principle, this implies that in order to

characterize the toxicity of a specific oil, the duration of toxicity tests should

be adjusted to the size of the test organism. For example, comparing two dif-

ferent developmental stages of the Arctic copepods Calanus hyperboreus:

the CIII stage (approximate weight 1 mg, 5% lipid content) and the fifth

copepodite (CV) stage (approximate weight 10 mg, 30% lipid content), it

takes twice as long to reach the same body concentration of C1-

phenanthrenes with log Kow of 5.1 (Fig. 6.5). It is also evident that the

uptake is much faster in the smaller copepods and that the body concentra-

tion for the larger lipid rich copepod is far from being in equilibrium with

the water concentration at the end of the exposure period.

The complex mixture of components with their inherently different toxi-

cokinetics represents a challenge in describing the toxicity of crude oil. To

FIGURE 6.5 Left: The combined effects of size and lipid content on body residue. The graphs

show kinetics of uptake and depuration of C2-phenanthrene in two developmental stages of the

Arctic copepod Calanus hyperboreus; CIII (blue, Ì�1 mg, 5% lipid) exposed to WSF of oil for

4 days and CV (green, Ì�10 mg, 30% lipid) exposed for 8 days. Body concentrations have been

normalized to water concentrations corresponding to 1 mg/L oil. Right: Images of Calanus

hyperboreus. Top: CIII copepodite with very small lipid content. Bottom: CV copepodite with

high lipid content. A scale bar given as red line of 1 mm indicates the scale for both images.

Based on Øverjordet et al. (2018). Toxicokinetics of crude oil components in Arctic copepods.

Environmental Science & Technology, 52, 9899�9907.
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visualize differences in toxicokinetics, Fig. 6.6 shows the theoretical body

residue of three individual components with different log Kow (2.13, 4.5, and

5.662) during spiked exposures to identical exposure concentrations.

6.6.3 Route of biological uptake of oil components

Exposure solutions prepared from crude oils are highly complex mixtures of

mostly hydrocarbons consisting of parent and substituted alkanes, olefins,

monocyclic aromatic hydrocarbons (MAHs), heterocyclic aromatic hydrocar-

bons, and PAHs (Melbye et al., 2009). Their ability to cause toxic effects to

aqueous organisms is dependent on their bioavailability, that is, the measure

by which various substances in the environment may enter living organisms.

There are two main routes of uptake of oil components from oil dispersions

into aqueous organisms: through the water phase (dissolved oil components)

or through interactions with dispersed oil droplets. These two routes display

different toxicokinetics; however, the internal dose by which acute toxicity

occurs are within a predictable range (2�8 mmol/kg wet weight) (McCarty

& Mackay, 1993). Whereas dissolved components are taken up through pas-

sive diffusion over respiration surfaces, droplets may be taken up through

direct apical contact, filtration, and ingestion. Filtration and ingestion of oil

droplets have been shown in marine filter-feeding organisms, like planktonic

crustaceans (Almeda, Baca, Hyatt, & Buskey, 2014; Hansen et al., 2009;

Hansen, Altin, Olsen, & Nordtug, 2012; Hansen, Altin, et al., 2017; Hansen,

Olsen, et al., 2018), tunicates (Lee, Köster, & Paffenhöfer, 2012), and hetero-

troph algae (Almeda, Connelly, & Buskey, 2014). Adhesion of oil droplets

FIGURE 6.6 Single-component body burden resulting from a double exposure spikes, for three

oil components with different Kow. The high Kow compound has a very slow rate of depuration,

leading to a “pumping” effect where the body residue is increased with each exposure spike

encountered, even if these are well separated in time.
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to the chorion of fish eggs also appears to facilitate transfer of oil compo-

nents through the chorion to reach the embryo causing toxicity to early life

stages of fish (Hansen, Salaberria, et al., 2019; Hansen, Sorensen, et al.,

2018; Sørensen et al., 2017; Sørensen et al., 2019; Sørhus et al., 2015).

6.6.4 Body residue as exposure descriptors

The uptake of oil components by organisms is a prerequisite for toxic effects

to occur, and the body residue needed to cause acute toxicity is described as

the critical body residue (CBR) method for aquatic systems by McCarty and

Mackay (1993). For risk assessment processes related to oil spills, this model

is valuable when important environmental processes are understood, such as

(1) the fate of components released into the aquatic system, (2) accumulation

of these components as residues in organisms or specific tissues within

organisms, and (3) the relation between body or tissue residues and effects is

determined in toxicity tests and bioassays.

The link between internal exposure concentrations and adverse biological

responses is currently the most poorly understood aspect. However, by shift-

ing from relating toxicity to water concentrations (as in an LC50 test) to

relating toxicity to an internal concentration (CBR), several advantages are

obtained:

(1) Bioavailability of spilled components is explicitly considered.

(2) Accumulation kinetics are considered, which reduces the confounding

effect of exposure duration when interpreting results.

(3) Mixture toxicity may be more readily assessed.

(4) Experimental verification can be readily sought in the lab (and field).

It should also be noted that to a first approximation, the CBR theory

implies that narcotic toxicants will produce the same mortality from equal

molar body residues (measured in mol/kg), but the water concentration

required to produce a given body residue will depend on the BCF of the

toxicant.

6.7 Selection of toxicity endpoints

Toxic effects of oil can also occur acutely after a short exposure time, a

period after an acute exposure (subacutely or delayed) or after prolonged or

chronic exposure. A wide range of different toxic endpoints have been stud-

ied in aqueous organisms exposed to oil and oil components, ranging from

low levels of biological organization (molecular and cellular effects) to

effects on population level. Molecular and cellular endpoints provide valu-

able insight with the aim of understanding the underlying mechanisms of

toxic action and may be used as potential early-warning signals for effects

on higher levels of biological organization. An example is the description of
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the underlying events causing cardiotoxicity in fish larvae exposed to oil dis-

persions, where a calcium channel in the developing heart of an embryo

appears to be the primary target for tricyclic aromatic hydrocarbons. This

causes disturbances in cardiac development, which may ultimately result in

reduced survival as the larvae develop (Incardona, 2017).

Because of their ecological relevance, the most used endpoints in toxicity

tests are, however, lethality, retarded growth and development, and reduced

reproduction. The most widely used toxicological endpoint in toxicity tests is

lethality, also often referred to as immobilization and/or narcosis. Acute tox-

icity tests apply short-term exposure times (hours-days) to fixed concentra-

tions, and the acute toxicity threshold is reported as the concentration where

50% of the test population has died at the end of the test period (the LC50

value) (Rand, 1995). Although lethality is an endpoint that may occur only

at concentrations relevant for a very short period of time during an acute oil

spill, there are several advantages of this endpoint. Lethality has, as men-

tioned, an unquestionable ecological relevance. It is also a definite endpoint

(alive vs dead), so there is limited necessity for expert evaluation or

advanced analyses. Furthermore, LC50 data may also be in QSARs as for

nonpolar petrogenic components, acute toxicity correlates with Kow (Di

Toro, Mcgrath, & Hansen, 2000). Oil components with higher log Kow have

greater toxic potential (i.e., lower LC50 values) than those with lower log

Kow. Assuming additivity on a molar basis for all components in the expo-

sure solutions, QSARs can be used to predict LC50 values for the mixture.

These advantages make LC50 data possible to implement into environmental

models. In addition, several report ratios between LC50 and sublethal effects-

so-called acute-to-chronic ratios-which also can be utilized for environmental

models used for risk and damage assessment (Ahlers et al., 2006; Vestel

et al., 2016). Importantly, standard laboratory toxicity testing alone is incapa-

ble of providing toxicity data above the individual level; however, if done

sensibly and by combining the data using numerical models, risks of toxico-

logical effects on higher level of biological organization may be predicted

(Carroll et al., 2018; Nepstad, Hansen, & Skancke, 2020).

6.8 Method to generate parameterized toxicity data for
input to risk assessment models

To cope with some of the problems related to toxicity experiments with oil

dispersions, SINTEF developed and introduced a test system for toxicity test-

ing of dispersed crude oil (Nordtug, Olsen, Altin, Meier, et al., 2011). The

intention of this system was to be able to control the concentration and size

of oil droplets during the exposure and to provide parameterized data to risk

and damage assessment models DREAM (Dose related Risk and Effect

Assessment Model) (Nepstad et al., 2020; Reed & Rye, 2011) and OSCAR

(Oil Spill Contingency and Response) (Reed et al., 2000).
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6.8.1 Standardization of exposure parameters

The design of the SINTEF dispersion system is based on repeated turbulence

in a system with multiple nozzles in series. In this system, for a certain noz-

zle aperture diameter, the mean droplet size and the droplet size distribution

were a function of flow rate and the number of nozzles. The final system

(dispersion generator) consisted of four nozzles (ID5 0.5 mm) in series as

shown in Fig. 6.7A.

Controlled input of oil and water is obtained by pumping oil and water

into the system by predefined ratios. Oil is added through a capillary into the

generator after the first nozzle by a syringe pump, and ratio between the

flow of oil and seawater defines the concentration of the parent dispersion

(Fig. 6.7B). Typically, a water flow of 120�200 mL/min is used. An advan-

tage of the system is that, compared to traditional WAF preparations, very

little oil is used. Since all the added oil is dispersed, loss of oil from the dis-

persion is limited to attachment to surfaces in the flow system. Some of the

oil will be lost due to attachment to surfaces and surfacing in the exposure
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FIGURE 6.7 Creating dispersions by repeated turbulence. (A) The dispersion generator con-

sists of a series of nozzles where water is pushed through (from a to b) creating repeated turbu-

lence. Oil is added through a capillary (c) in front of the first nozzles and subjected to repeated

turbulence breaking up the oil. (B) The oil concentration can be accurately controlled by adjust-

ing the addition of oil relative to the water flow through the system. The average droplet size

distribution can be controlled by varying the inlet water flow rate. (C) The effect of reducing the

water flow by 25% causes an approximate doubling of the average oil droplet size.
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solution. The loss to surfaces depends on the oil quality, oil droplet size dis-

tribution, flow velocity and the volume/surface ratio of the exposure contain-

ers including supply lines. Typically, 100% is dispersed at the outlet of the

dispersion generator whereas more than 50% is normally maintained in sus-

pension in the exposure solution.

Dispersions with mean droplet sizes (based on volume) ranging

10�40 μm are produced by adjusting the water flow and thus the turbulence

through the generator (Fig. 6.7C). Larger droplets (. 40 μm) have a surfac-

ing velocity that makes them very difficult to keep in suspension in labora-

tory systems (Brakstad, Nordtug, & Throne-Holst, 2015).

Since this is a flow through system, it eliminates some of the problems

related to decreasing exposure concentrations caused by uptake in biomass

and attachment of components to surfaces. Thus, the exposure concentrations

can be kept constant over time. To maintain the oil droplets in suspension,

lengths of tubing is kept to a minimum.

Concentration series are established by an array of computer controlled

3-way magnetic valves alternating between continuous supply lines of the

parent dispersion and clean seawater both driven by gravity. The timing of

each of the valves can thus be set up to achieve any concentration between

that of the parent dispersion and clean seawater by adjusting the time ratio

between opening toward the two supply lines.

As discussed previously, oil droplets will surface over time, and thus, to

obtain a steady dispersion concentration, turbulence is needed during experi-

ments. The preferred manner is which oil droplets are kept in suspension is

using a flow through system with continuous generation of dispersion

(Nordtug, Olsen, Altin, Meier, et al., 2011), however for static closed-bottle

experiments, this can be applied using rotation of the exposure bottles

(Brakstad et al., 2015). For flow through systems, it is important that the

inlet for oil dispersions into the exposure system is located close to the bot-

tom of the system and the outlet is at the top due to the surfacing of droplets

over time. This prevents the build-up of oil sheen on the water surface.

6.8.2 Application of the method

By using the SINTEF dispersion system, toxicity of oil dispersions has been

studied using this system on a range of different species including microor-

ganisms (Brakstad et al., 2018; Ribicic, Netzer, Hazen, et al., 2018), cope-

pods (Hansen et al., 2009; Hansen et al., 2012; Hansen, Jager, et al., 2016;

Nordtug et al., 2015; Olsen, Nordtug, Altin, Lervik, & Hansen, 2013;

Øverjordet et al., 2018; Hansen, Tarrant, et al., 2017), mussels (Andreassen

et al., 2013), and fish (Hansen, Salaberria et al., 2019; Hansen, Sorensen,

et al., 2018; Laurel et al., 2019; Nordtug, Olsen, Altin, Overrein, et al., 2011;

Olsvik et al., 2010; Olsvik et al., 2011; Olsvik et al., 2012; Sørensen et al.,

2019; Sørhus et al., 2015; Sørhus et al., 2016). The system has also been
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used for studies on oil biodegradation and associated microorganisms

(Brakstad et al., 2018; Ribicic, Netzer, Hazen, et al., 2018; Ribicic, Netzer,

Winkler et al., 2018; Størdal et al., 2015), formation and fate of oil-related

aggregates in seawater at different temperatures (Henry, Netzer, Davies, &

Brakstad, 2020).

A good example of the application, and the main reason it was devel-

oped, was to assess the contribution of oil droplets to dispersion toxicity. It

has been widely accepted that dissolved components are the major drivers

for toxicity. However, to test this hypothesis, we used the SINTEF dispersion

system to generate and compared toxicities of dispersions and their corre-

sponding filtered WSFs. Several experiments were run on copepods, fish

embryos, and fish larvae. For experiments on fish larvae, limited evidence

was found to state that oil droplets contribute to dispersion toxicity

(Nordtug, Olsen, Altin, Overrein, et al., 2011; Olsvik et al., 2011). However,

for fish eggs, adhesion of oil droplets onto the chorion was observed and

associated with increased uptake of oil components and a significant increase

in toxicity (Hansen, Sorensen, et al., 2018; Sørensen et al., 2017; Sørhus

et al., 2015; Sørhus et al., 2016).

Another example was an attempt to evaluate the contribution of disper-

sants to dispersed oil toxicity. By comparing toxicity of oil dispersions of oil

alone and oil-added dispersant, we were able to prove that the main driver

for dispersion toxicity was the oil, not the dispersant (Hansen, Lie, et al.,

2016; Olsvik et al., 2012). This contrasts with much of the literature, and the

reason for this apparent inconsistency was that using the SINTEF dispersion

system, we were able to maintain comparable concentrations and oil droplet

size distributions between the two treatments. This is in sharp contrast to

comparing WAF and CEWAF applications to address the same objective.

This example shows the strengths of parameterization of oil exposure

experiments.

6.9 Conclusions

Oil is a highly complex mixture and undoubtably toxic when introduced to

the environment. However, estimating the potential environmental impact

from an oil spill is challenging and suffers from the multitude of experimen-

tal methods and exposure metrics used to determine bioavailability and tox-

icity. With the development of chemical analysis and modeling tools since

the establishment of the CROSERF standard, there is a need to revalidate

and standardize toxicity methods that are consistent with the development of

environmental exposure models. Several new approaches have been sug-

gested that may contribute to this development (Hodson et al., 2019;

Nordtug, Olsen, Altin, Meier, et al., 2011; Redman & Parkerton, 2015). In

estimating the environmental impact of large oil spills, there is no alternative

to modeling. There is thus a need to improve the representation and
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parameterization of oil toxicity in such a way that data can serve as an input

to numerical models considering the fate of the oil in space and time as well

as predicting dynamic changes in exposure.

References

Adams, J., Charbonneau, K., Tuori, D., Brown, R. S. & Hodson, P. V. (2017). Review of meth-

ods for measuring the toxicity to aquatic organisms of the water accommodated fraction

(WAF) and chemically-enhanced water accommodated fraction (CEWAF) of petroleum.

Canadian Science Advisory Secretariat, 2017/064. xi1 110 p.

Ahlers, J., Riedhammer, C., Vogliano, M., Ebert, R.-U., Kühne, R., & Schüürmann, G. (2006).
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Chapter 7

Chemical assessments of
sources, fate, and impacts of
marine oil spills

Jagoš R. Radović
Department of Geoscience, University of Calgary, Calgary, AB, Canada

7.1 Introduction

Anthropogenic oil releases to marine environment occur on daily basis; most

of them are small spills, related to routine shipping operations, and activities

of offshore and onshore oil and gas facilities. Overall, industrial oil releases

amount to roughly half of approximately 1.2 M tonnes of oil that is intro-

duced to the global ocean annually, while the remainder is being sourced

from natural seepage (Boehmer-Christiansen, 2008).

Before continuing, it is essential to more precisely define some fundamen-

tal geochemical terms that are often discussed interchangeably in oil spill sci-

ence but can cause a certain degree of confusion with nonexperts; following

condensed definitions are based on Overton et al. (2016), readers are advised

to refer to that paper and references within for more detailed information.

Petroleum is a general name for a variety of subsurface fluids occurring in

geological reservoirs that are commercially produced through engineered drilling

and excavation, or released naturally through seepage, as crude oil or natural

gas, or both, and sometimes as liquid condensates (gases that condense to liquids

at surface pressures) and bitumens (biodegraded, viscous oils). On the other

hand, crude oil is a more specific term that encompasses liquid phase reservoir

fluids containing up to 50% (by weight) of dissolved natural gas, at reservoir

pressures. Gas rich oils are often called “live oils,” while crude oils that contain

no gas are known as “dead oils”; this distinction is very relevant for different oil

spill scenarios—deepwater well blowouts [see the description of the Deepwater

Horizon (DWH) incident below] involve releases of live crudes, while in surface

spill scenarios, we are typically dealing with degassed, “dead” oils. Finally, the

term “petroleum products” involves various types of petrogenic materials that
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are produced by industrial refining, and/or mixing and blending of crude oils and

refinery streams.

In the chemical sense, all the above substances comprise hydrocarbons,

that is, molecules that contain only hydrogen and carbon atoms, and a frac-

tion of compounds that are termed nonhydrocarbons, which include

heteroatom-bearing molecules, namely, species with nitrogen, oxygen, and/or

sulfur moieties, and organically bound metals (nickel and vanadium porphyr-

ins) (see Fig. 7.2 and Section 7.2). Typically, hydrocarbons are predominant

component of crudes and petroleum products, but in some cases, such as in

oils that have been heavily biodegraded during their geological history, and/or

subjected to extensive environmental transformations post spillage, nonhydro-

carbon components can represent the major fraction of oil (Section 7.3).

Large-scale oil spill incidents occur rarely, but when they do, they typically

cause major environmental damage because of the large volume of oil that is

released in a relatively short time frame, within a constrained marine area.

Historically, catastrophic spills were related either to tanker accidents, such as

the sinking of Exxon Valdez (1989) and Prestige (2003), or blowouts on the off-

shore oil assets, the likes of Ixtoc-1 (1979) and the DWH (2010) disasters in the

Gulf of Mexico. The DWH blowout occured from a well at 1500 m depth, caus-

ing a leak that lasted for 87 days, releasing 5.33 1011 g of oil (defined as mole-

cules with $ 6 carbons that are liquid at 1 atm) and 1.73 1011 g of natural gas

(hydrocarbons with # 5 carbons that are gases at 1 atm) at high pressure

(1.53 104 kPa) (Reddy et al., 2012; Kujawinski et al., 2020). Ixtoc-1 incident is

historic precedent to DWH, during which a similar amount of oil was released

from a gushing well offshore the Mexican coast, albeit in much shallower water,

at around 60 m depth (Jernelöv and Lindén, 1981).

Shipping safety improved significantly in the past 50 years, reducing the

average number of tanker spills per year from nearly 80 in the 1970s, to only

six in the last decade (ITOPF, 2020). On the other hand, in recent years,

some regional seas have experienced a rise in shipping activity; most notably

the Arctic, where, due to global warming and sea-ice reduction, there has

been an increase in marine traffic (Ghosh and Rubly, 2015). Such trends are

causing a concern related to possible incidental spills, in particular, because of

the sensitivity of the Arctic ecosystem, and the lack of spill response infrastruc-

ture and resources in this remote area.

Another important trend relevant to oil spill preparedness is the global

push of the industry to offshore drilling in ultra-deep waters (. 1 km depth).

For example, in 2017 most of the crude oil produced in the Gulf of Mexico

(GoM) came from ultra-deep wells (Murawski et al., 2020). DWH was a

stark example of the challenges involved in responding to deepwater oil

releases, and their complex and lasting environmental and human health

impacts (Farrington et al., 2016).

Finally, in the past two decades, new types of unconventional crude oil

types came to the market, most notably heavy oils and bitumens, being
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produced and transported in increasing volumes, both on land and the sea

(Williams, 2019). Due to their biodegraded nature, these oil types have

unique physicochemical properties which pose specific challenges in terms

of their environmental fate and impact assessments (Radović et al., 2018).

Once released to marine environment, oil undergoes a complex sequence

of processes including physicochemical transformation and partitioning to

atmosphere and aqueous phase, as well as direct and indirect interactions

with biogenic components of marine environment (Radović et al., 2012;

Farrington et al., 2016) (Fig. 7.1). Depending on the oil type and spill sce-

nario, the residence time of oil in the environment can vary widely, from

hours/days to decades (Radović et al., 2020a). Knowing the above, it is

important to emphasize that oil spill research evolved with every new spill

case, advancing our understanding of oil fate and impacts in different marine

environments and under different release scenarios. That progress was

enabled, in large part, by new analytical technologies and methods allowing

a more comprehensive insight into complex biogeochemical variables and

processes involved in assessments of oil spill sources (Section 7.2), environ-

mental fate (Section 7.3), and impacts (Section 7.4).

This chapter will showcase a nonexhaustive selection of new insights that

were generated in the past 10 years of research that investigated some of the

major marine oil spills and will discuss their significance for the assessment

of potential future spills.

FIGURE 7.1 Schematic overview summarizing the fate of spilled oil in marine environment

and relevant physiochemical and biological processes. From Farrington, J. W., Burns, K. A. &

Leinen, M. S. (2016). Synthesis and crosscutting topics. Oceanography, 29, 204�213.
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7.2 Spill source assessment

Postspill oil detection and source assessment are crucial for planning spill

response measures, natural resource damage assessment, and long-term mon-

itoring and understanding of the ultimate fate of spilled oil. Various technol-

ogies are used to that end, ranging from remote sensing to in situ sensors

and laboratory-based techniques (White et al., 2016).

Traditionally, the workhorse of lab-based chemical oil spill assessments

has been one-dimensional capillary gas chromatography (GC), coupled to

either flame ionization detector (FID) or quadrupole mass spectrometer (MS)

(Fig. 7.2). GC-based protocols are still the most common workflow in oil

spill laboratories, due to the robustness and reproducibility of analytical

results, which make them suitable for standardization (Daling et al., 2014).

Such standard methods rely on (semi)quantitation of well-established oil

proxies including n-alkanes, polycyclic aromatic hydrocarbons (PAHs), and

biomarkers, that is, source-specific molecular fossils of parent organisms, for

example, bacteria and plants.

Occurrence and distribution of those diagnostic compounds create a

unique chemical “fingerprint,” which can be genetically related to a specific

oil spill source. For example, Stout used this approach, namely, an adapta-

tion of the European oil spill identification standard (Daling et al., 2014), to

compare approximately 1600 oily samples collected over multiple years dur-

ing natural resources damage assessment investigation of the DWH incident

(Stout, 2016). These samples included a large variety of weathered oiled

FIGURE 7.2 Comparison of traditional, GC-based approach to chemical oil spill assessments,

and new, more comprehensive approach, enabled by complementary analytical tools and meth-

ods that expand the analytical window into newly resolved saturated and aromatic hydrocarbons,

and non-GC-amenable oil fractions consisting of polar, heteroatom-bearing compounds. GC, Gas

chromatography.
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matrices represented by floating (sheens, slicks, and mousses) and stranded

(tar balls, oiled sand, vegetation, and debris) materials collected both during

the DHW spill and in the months after the well was successfully capped in

July 2010.

In the study, Stout used a three-tiered approach, wherein GC-FID results

provided a qualitative assessment of the presence of oil fingerprint. In the

second tier, quantitative comparison of 29 diagnostic ratios of PAHs, triter-

panes, steranes, and triaromatic steroids derived from GC�MS data was per-

formed. Finally, in the third tier, all the available chemical information was

synthesized, and samples were classified into four categories in relation to

their similarity to the source oil released from the Macondo well during the

DWH blowout. Even in this very complex oil spill assessment scenario,

where many concurrent spill sources were present, both from very active off-

shore oil production and ubiquitous natural seepage in the Gulf region, the

GC-based fingerprinting method was able to robustly distinguish Macondo

crude oil from other south Louisiana crude oils and make a positive identifi-

cation to the DWH blowout (Stout, 2016).

Notwithstanding, in certain scenarios the utility of this traditional

approach can be significantly limited, for example, in spill cases which

involve unconventional oils (e.g., heavy, biodegraded or residual oils), mix-

tures of different oil sources/types, and/or heavily weathered oil residues. In

such cases, volatile and semivolatile oil fractions are either too complex or

depleted and degraded, making them less amenable for the GC analysis. In

addition, weathered oil and oil spill residues will often be mixed with natu-

rally occurring organic matter present in the water, or coastal and seafloor

sediments. These background organic matter species can interfere and “over-

print” diagnostic petroleum components, making conventional source assess-

ments more challenging. For example, in the aftermath of DWH, blooms of

Trichodesmium cyanobacterium often occurred at the same location with the

surfaced oil slicks and were a source of interfering n-alkanes (n-C15, and n-

C17) that are commonly used in spill fingerprinting to assess the spill source

and/or the degree of oil biodegradation (White et al., 2019a).

Conveniently, in the past decade, significant technological advancements

of laboratory-based techniques occurred, enabling researchers to overcome

some of these challenges (Table 7.1). Developments such as multidimen-

sional chromatography and (ultra)high-resolution mass spectrometry afforded

an increased resolving power, broader dynamic range, lower detection limits,

and better selectivity of analytical methods. These new technologies have

been combined with traditional tools in a complementary way and expanded

the analytical window of oil (spill) analysis, allowing detailed molecular

characterization of thousands of compounds that were previously part of

petroleum “black matter,” such as the operationally defined resins and

asphaltenes, containing polar, nonhydrocarbon oil fractions (Overton et al.,

2016) (Fig. 7.2).
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TABLE 7.1 Overview of laboratory-based analytical platforms used to identify and characterize oil spills..

Instrument� Analytes Selectivity Certainty Sensitivity Speed Usability Availability

GC-FID C8�C40 hydrocarbons High High High Weeks Specialized Wide

GC�MS C8�C40 hydrocarbons High High High Weeks Specialized Wide

GC3GC-FID C8�C40 hydrocarbons Highest Highest High Months Specialized Limited

GC-HTSD C5�C120 hydrocarbon homologs separated
by boiling point

Average High High Days Specialized Wide

GC3GC�MS
(TOF and HRT)

C8�C40 hydrocarbons Highest Highest High Months Specialized Limited

FT-IR Bulk oil Average Average ,Average Days Specialized Wide

TLC-FID Fractions of oil separated by polarity Average Highest Average Days Nonexpert Wide

FT-ICR-MS Hydrocarbons, oxidized hydrocarbons, and
polar (NSO compounds)

Highest High Highest Months Specialized Limited

NMR Bulk oil or oil fractions High High Highest Months Specialized Limited

GC-IR-MS Stable carbon and hydrogen isotopic
composition of oil compounds

Highest Highest Highest Weeks Specialized Limited

AMS 14C composition of oil and oil compounds Highest Highest Highest Months Specialized Limited

Ramped pyrolysis Fractions of oil separated by thermochemical
stability

Average High Average Weeks Specialized Limited

�AMS, Accelerator mass spectrometry; FID, flame ionization detection; FT-ICR-MS, Fourier-transform ion cyclotron mass spectrometry; FT-IR, Fourier-transform infrared
spectroscopy; GC, gas chromatography; GC3GC, comprehensive two-dimensional gas chromatography; HRT, high-resolution TOF; HTSD, high-temperature simulated distillation;
MS, mass spectrometry; NMR, nuclear magnetic resonance; TLC, thin-layer chromatography; TOF, time-of-flight.
Source: Modified from White, H. K., Conmy, R. N., Macdonald, I. R. & Reddy, C. M. (2016). Methods of oil detection in response to the Deepwater Horizon oil spill.
Oceanography, 76�87.



The power of these new methods for improved spill source assessments

has been demonstrated in recent studies of DWH and Ixtoc-1 blowouts in the

GoM. Most notably, Aeppli and colleagues leveraged better chromatographic

resolution, mass spectral information, and sensitivity afforded by comprehen-

sive two-dimensional GC (GC3GC) coupled to TOF and FID, to identify

DWH oil in slicks and weathered coastal residues (sand patties) washing

ashore along the US Gulf Coast, and to improve spill forensic assessments

by quantifying and decoupling the effects of microbial degradation and pho-

tooxidation on major classes of diagnostic biomarkers, such as homohopanes

and triaromatic steranes (Aeppli et al., 2014; Aeppli et al., 2012) (Fig. 7.3).

More recently, Nelson et al. (2019) used the power of new high mass res-

olution (HRT) detector coupled to GC3GC to further expand the inventory

of GC-amenable diagnostic markers in DWH and Ixtoc-1 source oils, by

identifying extended series of alkylated PAHs, sulfur and nitrogen heteroaro-

matic species, and nontypical de-A-sterane biomarkers (Fig. 7.4). Such spe-

cific and recalcitrant chemical proxies are crucial to identify spill residues

over multiyear or multidecade periods.

For example, in 2016 an international research consortium revisited sites

in the southern GoM that were impacted by the Ixtoc-1 blowout, including

mangrove forests of Yucatan peninsula, coastal systems of Bay of

Campeche, and offshore deepwater sites. Among various findings of this

research expedition, researchers were able to identify residues of Ixtoc-1

crude oil in samples from the prop roots of mangrove trees of the western

Yucatan Peninsula, by combining sensitive GC�MS/MS-MRM analysis of

FIGURE 7.3 Assessment of degradation and recalcitrance of major classes of petroleum com-

pounds used in oil spill forensics, based on the data from DWH oils slicks and coastal residues.

DWH, Deepwater horizon. From Aeppli, C., Nelson, R. K., Radović, J. R., Carmichael, C. A.,

Valentine, D. L., & Reddy, C. M. (2014). Recalcitrance and degradation of petroleum biomar-

kers upon abiotic and biotic natural weathering of Deepwater Horizon oil. Environmental

Science and Technology, 48, 6726�6734.
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recalcitrant biomarkers, and nontarget screening with ultrahigh-resolution

FT-ICR-MS instrument which revealed the presence of recalcitrant,

high-molecular weight (HMW) oxygenated, and/or sulfur-bearing species,

indicating a preservation of partially weathered oil in these low energy envir-

onments for more than three decades (Radović et al., 2020b). Similarly,

deepwater sediment cores collected during this research campaign, contained

stratigraphic horizons with positive match to Ixtoc-1 oil, based on GC-

amenable proxies (triterpanes) and characteristic FT-ICR-MS fingerprints

enriched in HMW petrogenic species (Lincoln et al., 2020). The results sug-

gest a possibility that Ixtoc-1 has been transported to the deep sea by a sedi-

mentation mechanism known as MOSSFA (marine-oil-snow sedimentation

and flocculent accumulation), which was also responsible to benthic deposi-

tion of significant portion of Macondo well oil during the DWH incident

(see Section 7.3.2 for more details).

7.3 Assessment of environmental fate

Weathering is a broad term that encompasses various abiotic and biotic pro-

cesses occurring in all marine compartments, including surface waters, water
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FIGURE 7.4 Plot of the RDBE (rings or double bonds) against carbon number for compounds

containing sulfur heteroatoms (sulphur-bearing polycyclic aromatic hydrocarbons, PASHs)

detected in Ixtoc-1 crude oil, produced using a petroleomics application for LECO’s

ChromaTOF software tailored for HRT multidimensional GC3GC data. In this case, PASHs

were identified for compounds with RDBE values of 6, 9, 11, 12, and 14 (corresponding to ben-

zothiophenes, dibenzothiophenes, phenanthrothiophenes, benzonaphthothiophenes, and chryse-

nothiophenes). GC, Gas chromatography; HRT, high mass resolution; RDBE, ring double bond

equivalent. From Nelson, R. K., Gosselin, K. M., Hollander, D. J., Murawski, S. A., Gracia, A.,

Reddy, C. M., et al. (2019). Exploring the complexity of two iconic crude oil spills in the Gulf of

Mexico (Ixtoc I and Deepwater Horizon) using comprehensive two-dimensional gas chromatog-

raphy (GC3GC). Energy & Fuels, 33, 3925�3933.
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column, bottom sediment, and shoreline (Fig. 7.1) (Farrington et al., 2016).

These processes deplete and/or transform oil compounds, often leaving resi-

dues that can be more recalcitrant than the parent species. From the mass

balance perspective most relevant processes that ultimately remove oil from

marine system are evaporation, that is, volatilization to the atmosphere, pho-

tolysis, and microbial degradation. Certain spill response measures such as in

situ burning (ISB) and dispersant application are designed to enhance these

natural routes of oil removal, namely, volatilization and (bio)degradation.

Oil on the surface can sink to the seafloor due to agglomeration with

mineral and biological particles, that is, phytoplankton (see Section 7.3.2), or

densification through the loss of volatile fractions, for example, after ISB. In

the case of deepwater submarine oil releases, such as DWH, some portion of

the oil may never experience surface weathering processes but will instead

be partitioned to deep, near seabed waters and sediment.

Surfaced slicks and floating emulsified oil can be transported for hun-

dreds of kilometers and reach shorelines. There, the impacts and ultimate

fate of oil will depend on the shore type, for example, in intertidal wetlands

such as saltmarshes and mangroves, organic-rich sediment, and vegetation

cover will favor interaction with oil and its retention and long-term preserva-

tion (Radović et al., 2020b; Reddy et al., 2002), while more dynamic coastal

environments would promote oil removal (Jahns et al., 1991).

Disentangling the complexity of weathering and other postspill processes

and interactions is a cumbersome task. First, transformation of oil compo-

nents changes their properties in a way that makes them less amenable to

GC-based analyses—as the weathering progresses, GC chromatograms

become less useful, dominated by a characteristic unresolved complex mix-

ture “hump” (Farrington and Quinn, 2015). In addition to weathering

changes, spill residues mix with other petrogenic and biogenic signals in the

environment, which makes fate assessment even more challenging. As men-

tioned in the previous section, new analytical approaches and tools helped

resolve some of the issues related to studying complex, environmentally

altered oil residues, contributing to better understanding of postspill pro-

cesses and fate.

7.3.1 Re-evaluation of postspill weathering processes

Weathering of oil in the environment is a complex interplay of physiochem-

ical and biological processes, occurring over wide temporal scale, from hours

to years, or even decades (Fig. 7.5). Traditionally, it has been considered

that immediately after a spill, evaporation acts as a principal spill weathering

process, which rapidly removes a large mass fraction of volatile oil com-

pounds to the atmosphere (National Research Council, 2003). Following

evaporation, microbial degradation has been considered as an important

secondary removal process, occurring over a wider temporal scale, from
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hours/days up to year(s), depending on the biodegradability of specific oil

spill components. On the other hand, light-driven processes, for example,

photooxidation, have been typically given a low, to negligible importance in

the conventional weathering models and viewed only as a minor oil transfor-

mation/removal pathway, compared to evaporation and biodegradation

(National Research Council, 2003) (Fig. 7.5).

However, in recent years, particularly after the DWH, numerous studies,

both in the laboratory and in the field, challenged the previous conceptions

related to the importance of photooxidation. These investigations demonstrated

that surface-weathered oil residues exhibited a rapid depletion of GC-

amenable fractions, coupled to concomitant enrichment of oil fractions eluting

with more polar solvents, as would be expected of so-called resin and asphal-

tene fractions, as conventionally defined in petroleum geochemistry (Aeppli

et al., 2012). Distinctly from resins and asphaltenes, the polar fractions of

weathered oils had some unique properties, most notably high oxygen content,

with enriched isotopic signature characteristic suggesting oxygen sourcing

from the molecular oxygen (O2) and not water molecules (Ward et al., 2019).

In addition, by combining some conventional analytical tools (FT-IR), and

new high-resolution platforms, such as GC3GC and FT-ICR-MS, it has been

demonstrated that the oxygen was preferentially introduced as hydroxyl and

carbonyl functionality (e.g., ketones), which increased the complexity of

spilled oil by at least twofold, via transformation of parent hydrocarbon species

(Aeppli et al., 2012; Ruddy et al., 2014; Radović et al., 2014a) (Fig. 7.6). The

Old paradigm
Hours Days Weeks Months Years Decades

Evaporation
Photooxidation
Biodegradation

Revised paradigm
Hours Days Weeks Months Years

Evaporation
Photooxidation
Biodegradation

FIGURE 7.5 Relative importance of different postspill weathering processes has been re-

evaluated in the aftermath of the DWH, by recognizing the significance of photooxidation pro-

cesses in the initial weathering stages. The darker shades indicate higher importance of a specific

weathering process (Ward et al., 2018b). DWH, Deepwater horizon. Based on National Research

Council. (2003). Oil in the sea III: Inputs, fates, and effects. National Academies Press; Ward,

C. P., & Overton, E. B. (2020). How the 2010 Deepwater Horizon spill reshaped our under-

standing of crude oil photochemical weathering at sea: A past, present, and future perspective.

Environmental Science: Processes & Impacts, 22, 1125�1138; White, H. K., et al. (2018b).

Partial photochemical oxidation was a dominant fate of Deepwater Horizon surface oil.

Environmental Science and Technology, 52, 1797�1805.
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magnitude and rate of observed photooxidative changes were comparable to

evaporation, it is estimated that roughly 50% of hydrocarbons in surfaced oil

slicks were oxidized within a week (Ward and Overton, 2020).

Interestingly, DHW spill is not the only one where such compositional

changes caused by light have been observed. For example, laboratory and field

studies of weathered heavy fuel oil released during Prestige tanker incident

(2003) show analogous production/enrichment of polar, oxygen-bearing species

(Radović et al., 2014a; Dı́ez et al., 2007; Fernández-Varela et al., 2006)

(Fig. 7.7). The extent of photooxidation after Prestige spill was never robustly

modeled and quantified as was the case post-DWH; notwithstanding, the obser-

vation of same photochemical changes suggests the importance of photooxida-

tion beyond a specific spill scenario and oil type, warranting further research.

The results of the above-discussed studies also revealed an important

aspect of photooxidation pathways during surface spill weathering; in addi-

tion to likely direct oxidation of photo-absorbing aromatic species (e.g.,

PAHs), an important indirect photooxidation mechanism was at play wherein

a chromophore, like a PAH or asphaltene, photochemically generates

FIGURE 7.6 Heteroatom class distribution of weathered DWH spill showing the increase of

highly oxidized species, with more polar character (elute with polar solvents), products of rapid

photooxidation of spilled oil. DWH, Deepwater horizon. From Ruddy, B. M., Huettel, M.,

Kostka, J. E., Lobodin, V. V., Bythell, B. J., Mckenna, A. M., et al. (2014). Targeted petroleo-

mics: Analytical investigation of macondo well oil oxidation products from Pensacola Beach.

Energy & Fuels, 28, 4043�4050.
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reactive oxygen species, like singlet oxygen, peroxy radicals, and hydroxyl

radical which end up indirectly transforming oil species/fractions that cannot

directly absorb the sunlight, such as saturated hydrocarbons (Hall et al.,

2013; Ward and Overton, 2020) (Fig. 7.7).

Introduction of oxygen functionalities into parent hydrocarbons changes

their environmental behavior, impacts, and fate. Increased polarity of oxi-

dized products favors their partitioning to the aqueous phase, and possibly

FIGURE 7.7 Photooxidation-driven compositional changes of oil released during the Prestige

tanker spill (A), and DWH blowout (B). TLC-FID analysis reveals the enrichment of polar oil

fractions (PI and PII), likely oxidation products of parent saturate (S) and aromatic (A) fractions,

as indicated by the occurrence of oxygen-bearing functionalities (C5O, S5 (O)x) in the FT-IR

spectra. DWH, Deepwater horizon; FID, flame ionization detector; FT-IR, Fourier-transform

infrared spectroscopy; TLC, thin-layer chromatography. From Radović, J. R., Aeppli, C., Nelson,

R. K., Jimenez, N., Reddy, C. M., Bayona, J. M., et al. (2014a). Assessment of photochemical

processes in marine oil spill fingerprinting. Marine Pollution Bulletin, 79, 268�277.
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bioavailability (Vaughan et al., 2016; Liu and Kujawinski, 2015). Recent

experimental observations indicate that similar effects on aqueous distribu-

tion of petroleum components can be caused by some of the typical response

measures such as dispersant application and ISB (Jaggi et al., 2019; Jaggi

et al., 2020). Once in the aqueous phase, it is possible that oxidized products

of oil transformation can be more amenable to biodegradation (Harriman

et al., 2017; Liu et al., 2020). On the other hand, similar, highly oxidized

species have been detected in oily matrices by FT-ICR-MS, for example, in

decades-old coastal residues of historic Ixtoc-1 spill, in settings that are less

conducive to fast biodegradation, that is, marshy, hypoxic coastal environ-

ments, and deepwater sediments (Radović et al., 2020b; Lincoln et al.,

2020). Disentangling and quantification of various environmental pathways

and ultimate sinks of these newly described oxygen-rich materials will

remain a major research focus in the coming years.

From the response perspective, most relevant implication of rapid and exten-

sive photooxidation is the change of oil interfacial properties from hydrophobic

to amphiphilic, due to the introduction of polar, oxygen-bearing functionalities

into parent hydrocarbon molecules, which can be detrimental to dispersant effi-

ciency, because it promotes oil emulsification (Ward et al., 2018a).

7.3.2 Novel postspill phenomena—marine-oil-snow sedimentation
and flocculent accumulation

Some estimates of the DWH spill budget indicate that as much as 23% of

spilled oil has not been accounted for, that is, it was not directly recovered,

burned, dispersed, evaporated, nor dissolved (Mcnutt et al., 2012). Research

conducted in the years following the spill revealed that up to 14% of the

spilled oil might have been affected by a process that became known as

MOSSFA, which transported the oil to the seafloor (Burd et al., 2020; Daly

et al., 2016; Valentine et al., 2014) (Fig. 7.8). MOSSFA was caused primarily

by physical aggregation of oil droplets with naturally occurring marine particu-

late matter, such as marine snow, phytoplankton, microbes, mineral particles,

and organic detritus. In addition, biological processes have also contributed to

marine-oil-snow (MOS) formation, for example, by ingestion of oil particles

by zooplankton and subsequent excretion via fecal pellets, or the production of

exopolymeric substances and biofilms by planktonic marine bacteria, which

enhanced oil-particulate aggregation (White et al., 2019b; Burd et al., 2020).

Physicochemical changes of oil on the surface, such as evaporation and photo-

oxidation, as well as application of dispersants have been considered as vari-

ables that could possibly play a role in MOS formation; notwithstanding,

comprehensive understanding of their effects is still a subject of ongoing

research (Dutta and Harayama, 2000; Passow and Ziervogel, 2016; Daly et al.,

2016; Burd et al., 2020; Santschi, 2018; Ward et al., 2018a; Ward and

Overton, 2020). It must be noted that interactions of particulates and oil have
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been recognized as an important postspill process for many years (Lee, 2002),

albeit much of the historic research has been focused on mineral particles such

as clays. However, DWH spill provided a unique “natural laboratory” to study

oil-particle aggregation and sedimentation on large scale, through a concerted

and well-funded (Gulf of Mexico Research Initiative, GoMRI) effort of many

research groups, which resulted in major breakthroughs in our understanding

and assessment of this complex postspill phenomenon.

Here, again, studies using novel chemical assessment tools and approaches

made significant contributions; for example, FT-ICR-MS and NMR were success-

fully used to characterize oil-marine snow associations in mesocosm experiments

FIGURE 7.8 Conceptual diagram of MOSSFA related processes from the source of oil dis-

charge to the fate of hydrocarbons in sediments. Point (A) shows the release of oil at the well-

head and application of dispersants and (B) represents rising oil droplets and gas bubbles and the

formation of a deep oil plume. Points (C1�C4) shows surface processes influencing the forma-

tion of MOS: (C1) illustrates wind impacts, a diatom bloom, and application of surface disper-

sants; (C2) shows oil transformation due to UV light and evaporation; (C3) depicts the role of

aerosols and oil burning in creating new material sources; and (C4) shows processes impacting

sinking MOS particles in surface waters and as particles sink through (D) a benthic nepheloid

layer and deep oil plumes. Point (E) shows benthic sedimentation of MOS and flocculation onto

corals, and (F) represents resuspension of oiled sediments due to turbulence. See the text for a

detailed explanation of the figure. MOSSFA, Marine-oil-snow sedimentation and flocculent accu-

mulation. From Daly, K. L., Passow, U., Chanton, J. & Hollander, D. (2016). Assessing the

impacts of oil-associated marine snow formation and sedimentation during and after the

Deepwater Horizon oil spill. Anthropocene, 13, 18�33.
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(Hatcher et al., 2018; Radović et al., 2020a). The power of high-resolution mass

spectrometry was leveraged to confirm the presence of recalcitrant oil residues in

sediment cores collected at 500 m depth in the southern GoM (Lincoln et al.,

2020; Schwing et al., 2020), which, in addition to other spill markers, suggests

that MOSSFA-like process could have been responsible for extensive sedimenta-

tion (up to 25% of oil) that was reported in the aftermath of the 1979 Ixtoc-1 spill

(Jernelöv and Lindén, 1981). These findings warrant a long-term monitoring of

possible chronic impacts of MOSSFA events on benthic environments, and the

assessment of possibility of oil resuspension and redistribution. The likelihood of

MOSSFA occurrences in other spill scenarios and in different marine environ-

ments, such as northern-latitude seas, also needs to be evaluated (Vonk et al.,

2015; Suja et al., 2017).

Finally, several laboratory studies showed that formation of MOS can slow

down the biodegradation processes and in concert with other limitations of key

biogeochemical gradients (oxygen, nutrients, etc.) can potentially lead to long-

term preservation of oil in seafloor sediments (Kostka et al., 2020; Langenhoff

et al., 2020; Van Eenennaam et al., 2018; Van Eenennaam et al., 2019) (Fig. 7.9).

FIGURE 7.9 Conceptual model for oil biodegradation in the deep sea. Depending on the

amount of deposited oil, due to physical mass transfer limitations of many key variables such as

oxygen, electron acceptors, and others, occurring at interfaces, there is a potential for long-term

preservation of oil in the sediment, even when hydrocarbon-degrading microorganisms are pres-

ent—so-called burnout effect. From Kostka, J. E., Joye, S. B., Overholt, W., Bubenheim, P.,

Hackbusch, S., Larter, S. R., et al. (2020). Biodegradation of petroleum hydrocarbons in the

deep sea. In: Deep oil spills. Springer.
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7.4 Assessments of oil spills impacts

Chemical complexity of oil and its transformations in the environment poses

a significant challenge for effective and comprehensive assessment of spill

impacts. For example, typical toxicity evaluations are based on a-priori

knowledge of types and amounts of chemical substances that are released to

the environment. As it was demonstrated in previous sections, in the case of

oil spills, such targeted approach is severely limited because of the wide

range of poorly characterized chemical species that are present in the spilled

oil, and are produced by various weathering processes after its release to the

marine environment.

In this case, a nontargeted, exploratory strategy might be more appropri-

ate, which attempts to assess and identify compounds and compounds classes

that represent the greatest risk to the environment. Effect-directed analysis

(EDA) is one of such approaches, which is based on a broad range analysis

that combines chemical fractionation and characterization with response

quantification of target effects of interest, typically using bioassays (Brack,

2003). Ideally, these bioassays should have specific endpoints related to con-

taminant interaction with receptors that mediate toxic effects, for example,

binding with aryl-hydrogen (AhR) as a proxy for carcinogenicity, or interac-

tion with androgen and estrogen receptors as an indication of a potential to

cause endocrine disruption (Thomas et al., 2009; Radović et al., 2014b).

More recently, quantitative structure�activity relationship computational

models have emerged as a tool for in silico assessment of receptor binding,

which can substitute or augment bioassays, and thus increase the scope and

throughput of toxicity assessments (Radović et al., 2014b).

First step in the EDA workflow is chemical fractionation, which com-

bines various laboratory protocols to isolate target compounds over a range

of compositional properties, including methods of solid-phase extraction,

pressurized liquid extraction, (semi)preparative gas and liquid chromatogra-

phy, gel permeation chromatography, and many others. Isolated chemical

fractions are then analyzed by appropriate instruments, typically by gas and

liquid chromatography coupled to mass spectrometry, or more recently, with

novel, multidimensional techniques, such as GC3GC-ToF, in an attempt to

further expand the window of nontargeted screening (Radović et al., 2012).

As an example, GC3GC-ToF was used to characterize fresh and artificially

weathered (evaporated, photooxidized) samples of North Sea crude oil and

residual heavy fuel oil. In this study, multidimensional output of GC3GC

platform (first and second dimension retention times) has been leveraged to

build an N-way partial least-squares chemometric model that correlated the

chemical composition of different oil subfractions to AhR activity assessed

via bioassays (Fig. 7.10). In this nontargeted way, alkyl-substituted three and

four-ring aromatic systems, including nitrogen and sulfur heteroaromatics,

have been identified in the active fractions by the intensity-weighting of their
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contributions to the observed toxic effects. This type of approach is relevant

because typical toxicity assessment protocols in postspill monitoring focus

on a suite of nonsubstituted PAHs (Allan et al., 2012), while more complex,

alkylated aromatics are not considered, as they cannot be easily resolved and

measured using conventional, one-dimensional chromatography. However,

alkylated species often exhibit more pronounced toxic effects than their

unsubstituted counterparts (Muusse et al., 2012; Vrabie et al., 2012).

In addition to complex aromatic species, a major open research need in

oil spill impact assessments is the newly identified oxidation products

(Section 7.3.1). As discussed previously, the introduction of polar, oxygen-

bearing functional groups into parent hydrocarbons changes their physico-

chemical properties in a way that can increase environmental mobility (e.g.,

solubility) of otherwise hydrophobic oil components, which in turn can

enhance the bioavailability of spilled material (Liu and Kujawinski, 2015;

Vaughan et al., 2016).

FIGURE 7.10 Flowchart of EDA that combined chemical fractionation of oil, GC3GC analyses,

and bioassays with chemometric modeling to identify oil components with toxic potential. EDA, Effect-

directed analysis; GC, gas chromatography. From Radović, J. R., Thomas, K. V., Parastar, H.,

Dı́ez, S., Tauler, R., & Bayona, J. M. (2014b). Chemometrics-assisted effect-directed analysis of

crude and refined oil using comprehensive two-dimensional gas chromatography�time-of-flight

mass spectrometry. Environmental Science and Technology, 48, 3074�3083.
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Earlier toxicity studies attempting to evaluate the effect of spill weather-

ing on oil toxicity investigated fractions of evaporated and photooxidized

oils and showed that the polar fraction was the second most important toxic

component, after the aromatic, despite its overall low abundance in compari-

son to the saturate and aromatic fractions (Rial et al., 2013).

More recently, some of the new, sophisticated analytical tools capable of

molecular-level characterization of polar species, namely, FT-ICR-MS, have

been used to look at the water-soluble organics produced by photooxidation

of light and heavy oils and observed a relationship between the initial con-

centration increase of higher oxygenated, water-soluble species and an acute

increase of toxicity, which gradually decreased after longer exposure time

(. 24 hours) (Zito et al., 2019).

Another newly discovered postspill phenomenon, MOSSFA, has also

attracted the attention of ecotoxicologists. Several recent studies looked at

the effects of MOSSFA in micro and mesocosm studies revealing a higher

toxicity of MOS aggregates, in comparison to only oil treatments, in certain

benthic species (Van Eenennaam et al., 2018; Van Eenennaam et al., 2019).

Their authors hypothesize that particulate-bound oil could possibly be more

available to certain benthic organisms, in a way that could initiate the intro-

duction and bio-accumulative transport of sedimented oil from benthos to

higher elements of marine trophic chains.

The above-described studies are just a selection of what is a nascent, and

rapidly growing field in oil spill science, attempting to push the boundaries

of risk and impact assessments to previously overlooked chemical compo-

nents of fresh and/or environmentally altered oil (Fingas, 2017).

7.5 Conclusions and recommendations

Sections 7.2 and 7.3 highlighted the complexity involved in understanding

chemical composition of oil spills, both due to the plethora of crude oil

types, petroleum products, and mixtures thereof, and/or caused by postspill

biotic and abiotic transformations. New instrumental platforms and work-

flows that combine novel technologies with more conventional oil spill

assessment tools, such as one-dimensional gas chromatography, have proven

their analytical power and value-add for better understanding of poorly

resolved oil fractions. These include complex alkylated species, and polar,

heteroatom-rich and/or HMW compounds. However, there is still much work

to be done to improve these new assessment protocols, by standardizing

them across different laboratories and instruments and by increasing their

throughput via improved sample preparation protocols (e.g., online sample

cleanup and preconcentration) and/or chemometric approaches to quickly

process and interpret big datasets that are outputted by high-resolution and/or

multidimensional instruments. Next, renewed appreciation of postspill pro-

cesses such as photooxidation and oil-particulate interactions (MOSSFA) is
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just the first step to full understanding of coupling of abiotic and biotic spill

degradation/transformation processes and their influence on environmental

(re)distribution of petroleum compounds, ultimate fate and bioavailability,

and toxicity to marine organisms. In regard to the latter, Section 7.4 show-

cased some initial results of in vitro and mesocosm toxicity studies that are

only a glimpse into important new areas of future research to better quantify

observed impacts and extrapolate those to ecosystem scales.

Finally, all of these new research avenues have important implications

for the improvement of response strategies such as ISB and dispersant appli-

cation, as well as better preparedness for future large spills in challenging

environments, for example ultra-deep waters or northern-latitude seas.
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Chapter 8

Spill impact and response
analyses

Jake Nelson1,2
1Oak Ridge Institute for Science and Education, National Energy Technology Laboratory, Oak Ridge,

TN, United States, 2Department of Geosciences, Auburn University, Auburn, AL, United States

8.1 Introduction

Over the past several decades, many hydrocarbon and chemical spills of varying

size, duration, and severity have occurred. Readers are likely familiar with some

of the most notable spills, including the Exxon Valdez in Prince William Sound,

Alaska; the Prestige spill off the coast of Galicia, Spain; the Deepwater Horizon

in the Gulf of Mexico (GOM); the Montara in the Timor Sea; and most recently,

the Sanchi Tanker spill in the East China Sea. Among other things, these spills

highlight the importance of developing models and methods to assess the poten-

tial damage that future spills may cause. The empirical evidence of harm caused

by spills provide critical information to responders, decision-makers, and research

communities seeking to enhance spill response in the future. In particular, the

past spill events offer an opportunity to refine, enhance, and develop risk, impact,

and response analyses capable of addressing the myriad factors related to the del-

eterious effects on the ocean and coastal landscape. With the continued advance-

ment of risk, impact, and response analyses, the literature does seem to be

converging on how to address the challenges within each of these respective areas

of research (Nelson & Grubesic, 2018a; Sepp Neves, Pinardi, & Martins, 2016;

Sepp Neves, Pinardi, Navarra, & Trotta, 2020) and furthermore, how to enhance

response efforts (Galt and Payton, 1999). Taken together, these three facets—

risk, impact, and response—are critical for enhancing overall spill preparedness.

Galt and Payton (Galt & Payton, 1997) posed a series of questions that

framed a “roadmap” for illustrating how risk assessment and impact may be

used in conjunction with response analysis to mitigate the effects of a spill.

The questions, which are still valid today, ask:

� What the (hydrocarbon/chemical) slick is posing a threat to?

� Where is it likely to go?
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� Who is likely to get hit by the slick?

� What are the likely impacts?

� What can be done to limit/prevent the impacts?

Over the course of a spill event these questions may be asked several

times, and each time the answer could be different compared to the previous

time it was asked. This variation is, of course, due to the nature of the spilled

substance/slick behavior and the associated response process. Both the spill

and the threatened resources will evolve as the slick changes through time

and moves through space. This dynamic underpins the importance of devel-

oping representative risk and impact assessments. Even more importantly, it

underpins the need to develop robust and flexible frameworks that re-

evaluate these questions as they are asked. That being said, it is also impor-

tant to keep in mind that these are models of a specific situation, and that all

models must contend with some amount of uncertainty (Gasparotti, 2010;

Sebastiao & Soares, 2006; Shuohui, Xuejing, Shuang, & Xuan, 2006).

However, researchers and practitioners continue to advance these models to

make them as representative as possible for both the environment and the

spilled substance (Bauer and Rose, 2015; Sebastião and Soares, 2007;

Zhang, Easton, & Steiner, 1997). Taking advantage of new and improved

data describing the environment (see Chapter 1: Baseline Data for Spill

Assessments: Ambient Conditions, Socioeconomic Data, Sensitivity Maps),

the development of methodological standards, and advances in computing,

the fields of risk, impact, and response analysis are being made more robust.

Taken together, risk, impact, and response analysis provide a founda-

tional framework for spill preparedness. Although they inform one another,

they are distinguished by their methodological and theoretical underpinnings.

Risk is defined as the combination of the probability of event occurrence and

magnitude/severity of consequences (SRA, 2015). In other words, risk is

measured as the chance of a hazard occurring combined with impact. As the

definition implies, risk calculations require some measure of impact. Impact,

then, is a measure of vulnerability to the adverse effects of a spill combined

with the degree in which the spilled substance (or slick) has come into con-

tact with those vulnerable areas. Risk and impact are thus inextricably

linked, yet conceptually different in the way they are determined.

In many ways, response analysis involves a thorough understanding of

both risk and impact. Consider offshore oil exploration and production activ-

ities. In the United States the Bureau of Safety and Environmental

Enforcement, under the Federal Water Pollution Control Act1 (Copeland,

1999), requires the operator of a well to submit plans that detail how the

organization will respond to a worst-case discharge event from an offshore

facility (BSEE, 2018). In Australia, these powers are vested in the National

1. More commonly known in the United States as the Clean Water Act.
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Offshore Petroleum Safety and Environmental Management Authority, which

came into existence after the 11-week long Montara spill event. Preparing

the contingency/response plans involves, among other things, an assessment

of risk and potential impact to enhance the preparedness of the operator and

agencies involved in responding to an occurrence. Furthermore, the

International Association of Oil and Gas Producers notes the importance of

contingency planning to support response, which involves an understanding

of the level of risk and potential impact to “key ecological and socioeco-

nomic sensitivities which may be threatened under realistic planning scenar-

ios” (IOGP, 2015). Simply put, an accurate response analysis depends on a

robust measure of both risk and impact.

The remainder of this chapter will detail the models and methods used to

develop and apply risk, impact, and response analyses to various offshore

spill settings. Section 8.2 will address some foundational elements of these

topics, including the theories and frameworks underlying the analyses.

Specifically, each subsection will highlight the more common frameworks

used in risk, impact, and response analysis methods with reference to some

of the seminal texts in each of the fields. By the end of Section 8.2, the

reader should have a good understanding of the interworkings of each model

and, more importantly, why these models are critical for enhancing response

preparedness. Section 8.3 will move to specific applications and examples of

risk, impact, and response analyses. Details on the development and use of

these applications are provided to help in developing a working knowledge

of these methods, and understand what these methods offer interested practi-

tioners. The last section will touch on some of the promising future develop-

ments for this field.

8.2 Impact, risk, and response analysis—theory and practice

Within the oil spill literature risk and impact are closely associated, espe-

cially when there is an explicit consideration of a modeled hydrocarbon/

chemical spill. The numerical modeling of spills provides researchers and

practitioners with a mechanism for establishing how likely it is that oil will

come into contact with off- and/or onshore, pelagic, and benthic resources

(e.g., ecosystems), and also socioeconomic and cultural infrastructure and

assets. Determining that likelihood depends on the calculation of a risk met-

ric. This risk metric can be conceptualized as the probability of oil occurring

in a particular location combined with the impact/s that the spilled substance

may cause within the environment. Responders in the field and the research-

ers in the laboratory commonly use these results to determine where response

resources should be allocated (Li, Cai, Lin, Chen, & Zhang, 2016).

Spill transport and weathering models provide the means for estimating

the likelihood that a spilled substance may beach at a location at a certain

decay stage, and advances in data collection and the ability to store data in
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easily accessible formats allow for the determination of what may be

impacted. This cooperative structure of risk embracing both the probability

and impact of a spill does not mean that the assessment of one cannot be

performed without the assessment of the other. Indeed, many impact studies

of hydrocarbon spills are performed without regard to oiling probability, and

risk analyses are completed without regard for the severity of oiling.

However, for all intents and purposes, a true risk analysis should consider

both. In doing so, the recorded impacts can effectively be scaled by the prob-

ability that they may actually come to fruition, making for a more informed

analysis.

8.2.1 Impact assessment

Impact calculations are performed in two distinct ways. The first can be clas-

sified as ex-post which involves the real world, observable effects measured

in the field. Ex-post approaches take place following a spill event. The sec-

ond approach can be classified as ex-ante. This class of approaches relies on

modeled slick trajectories and substance weathering, and outputs that assess

where the slick is going, the concentration (in terms of either volume, mass,

or concentration), and what the slick may come into contact with. The sec-

ond approach is commonly performed under the auspices of preparedness

and impact forecasting for evaluating potential scenarios. Where the latter is

concerned, the calculation of potential impact can take many different forms.

Generally speaking, however, the impact is some function of the severity of

impact and the probability of oil/substance reaching a certain onshore loca-

tion. Severity considers the vulnerability of the environmental or socioeco-

nomic assets that could be adversely affected by the substance and combines

it with the degree of oiling (e.g., how much oil has arrived in a particular

location). Mathematically, this can be defined as:

impact5 f ðv; dÞ ð8:1Þ
where impact is measured by the vulnerability (v) to adverse oiling effects

and the degree of oiling (d). A formal calculation of impact is not provided

due to the abundance of algorithms and methods that researchers can use for

its calculation. However, there is a general process and logic to the calcula-

tions which will be detailed below.

8.2.1.1 Vulnerability

Important for practitioners to keep in mind is that the impact value is often

data-dependent and will only be as representative as the data used in the cal-

culation of the associated parts. One of the first steps in calculating impact is

to determine vulnerability. Vulnerability is a measure of susceptibility to

damage (from spilled substance) and the capacity to adapt to the stresses
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caused by damage (Adger, 2006). One of the most commonly used measures

of vulnerability for hydrocarbon and chemical spills are Environmental

Sensitivity Index (ESI) values for shoreline segments (Gundlach & Hayes,

1978; Jensen, Ramsey, & Holmes, 1990). As the name implies, this system

of shoreline classification provides a measure of sensitivity to oil for differ-

ent segments of the shoreline. It considers the geomorphology, exposure to

wind, ability to recover, and how easy it is to clean via anthropogenic meth-

ods. Researchers often use ESI values as a stand-in or as an additional mea-

sure of environmental vulnerability in impact assessments (Al Shami, Harik,

& Alameddine, 2017; Canu, Solidoro, & Bandelj, 2015; Castanedo, Juanes,

& Medina, 2009). Combined with additional environmental datasets, vulner-

ability can be represented at an increasingly high fidelity with flexibility in

how the datasets are combined for impact estimations.

Researchers in the laboratory and responders in the field need to also be

aware of the vulnerability related to the socioeconomic sectors of impacted areas

(Nelson, Grubesic, Sim, & Rose, 2018). Communities that are reliant on the

ocean for their economic livelihood are much more vulnerable to the effects of

a hydrocarbon/chemical substance spill than, say, communities that rely on the

onshore production, manufacturing, or construction industries. Again, adding

datasets to the vulnerability calculation which are specific to the assets within

the study area will provide a better estimation of overall vulnerability.

Another advantage of using multiple data sets is the ability to analyze

“what-if” scenarios by applying different weighting schemes to the data sets

(Fattal, Maanan, & Tillier, 2010). The simple presence or absence of a par-

ticular data set is no doubt useful, but can be refined with weights that reflect

the vulnerability of a particular asset in relation to other assets in the study

area. Leveraging expert knowledge to assign the weights is one of the more

common approaches (Cai, Yan, Ni, & Wang, 2015), and how these weights

are assigned is often situation dependent and will vary for different study

areas. To this extent, the importance of expert and stakeholder input in this

process cannot be stressed enough.

As an example, a portion of the study area may contain public beaches,

hotels, and marinas as well as boat ramps and water intakes. Each of these

can be classified into one larger socioeconomic category or could be broken

down further into tourism and recreation (beaches, hotels, marinas) and infra-

structure (boat ramps, water intakes) classifications. Weights can then be

applied to each class which would reflect expert opinion on the sensitivity of

the resources or some known, empirically derived values.

A prime example of this operationalization is demonstrated in Fattal et al.

(2010). In their oil spill impact analysis model, they created a global measure

for vulnerability by combining scores for environmental vulnerability and

socioeconomic vulnerability. Environmental vulnerability was a composite

score consisting of shoreline exposure, coastal morphology, habitat sensitivity,

intensity of pollution, and marine weather. Each of those subsectors was rated
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on a scale from 1 to 3 reflecting the intensity. Socioeconomic vulnerability

was another composite score making use of a weighting scheme, which

included heritage, human activities (fishing, tourism, industry, and agriculture),

infrastructures, and crisis management. In this example, human activities were

weighted the highest, infrastructure and crisis management were weighted less

but equal to each other, and heritage did not have a weight assigned. Weights

were based on the cost of these resources relative to one another.

8.2.1.2 Degree of oiling

The degree of oiling can be modeled or observed. For the former, oil spill

modeling software packages provide a host of useful metrics to determine

the degree of oiling (see Chapters 3, 4, and 5 for details on spill modeling).

The estimation of how much oil (or its most harmful components, or other

toxic substance) has accumulated in a location is important to consider when

calculating impact because it serves as a way to scale the impacts by the

amount of substance an area received. Scaling or normalizing also allows for

comparison across multiple spill scenarios (Nelson and Grubesic, 2018), and

the ability to determine which spill event qualifies as the worst case (Fingas,

2016; Nelson & Grubesic, 2021).

Degree of oiling may be conceptualized in several ways, but is commonly

captured using discrete units of analysis across the study area (Nelson and

Grubesic, 2018b), or with continuous surfaces reflecting the amount of oil

(Canu et al., 2015). The resolution of the former determines how refined the

understanding of the resulting impacts will be. Larger units of analysis can

provide an excellent “bird’s eye” view of the study area but could obfuscate

local heterogeneity in impacts and oiling at smaller neighborhood or commu-

nity levels (Fattal, Maanan, & Tillier, 2010; Nelson, Grubesic, Sim, Rose, &

Graham, 2015).

Degree of oiling by continuous surface is not as common in risk and

impact studies, but it may have several advantages. Parcels of spilled substance

in the form of Lagrangian particles are often used to represent a slick (where

each individual particle has a unique set of characteristics that degrade and/or

change over the duration of a spill), although in reality, a slick may be an

amorphous, semiviscous material that leaves trails of residue as it moves across

the water. Oil slicks form tails where thickness is larger in some areas and

smaller in others. Thus when oil makes landfall, concentrations can be higher

in some areas and lower in others, tapering off as one moves away from the

immediate landfall area (Sammarco, Kolian, & Warby, 2013). As a result,

transforming the parcels/particles into a continuous surface may provide a

more realistic representation of a slick (Nelson and Grubesic, 2017b).

Determining the degree of oiling and slick concentrations are some of the

first steps for real-time oil spill response. Following a significant oiling event

such as the Deepwater Horizon (DWH), the on-scene incident commander
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will dispatch response crews to affected shorelines to assess the physical

characteristics of the area, how much oil has been deposited, and then to

decide on the appropriate remediation techniques. This process is referred to

as a Shoreline Cleanup Assessment Technique (SCAT) (NOAA, 2013).

SCAT was initially developed following the Exxon Valdez oil spill in 1989

to provide responders with a formalized method of documenting a spill’s

impacts. It is now a regular part of oil spill response in such countries as the

United States and Australia. Readers are encouraged to check the National

Oceanic and Atmospheric Administration’s (NOAA) website for more infor-

mation on SCAT.2

8.2.1.3 Determining impact

Once the degree of oiling and vulnerability have been established, research-

ers turn their attention to the calculation of impact and its geographic distri-

bution. Magnitude of impact is directly related to how much oil has arrived

at a location/habitat and what type of asset the oil is interacting with. As

mentioned previously, impact can be modeled in a number of ways and

depends largely on how weights are assigned and how the degree of oiling is

incorporated (if at all). This combination of factors should not change the

final interpretation of what areas will be most impacted. Instead, magnitude

of impacts will reflect the value of the variables that are used to describe

each of the component parts.

When comparing multiple spill scenarios, it is helpful to scale the impact

values to a common minimum and maximum impact. This is advantageous

for several reasons. First, it allows for direct comparison across spills and

gives decision-makers the ability to easily visualize which scenarios are most

impactful. Second, a common impact scale makes the outcome of different

weighting schemes directly observable and comparable (Nelson & Grubesic,

2021). Both of these metrics are tantamount when determining how to allo-

cate response resources to staging areas or dispatch them to the spill itself.

8.2.2 Risk

In its most general form, risk is a function of the probability that an event

will occur. It is the consequences of an activity and associated uncertainties

(SRA, 2015). There are three questions one can ask when it comes to evalu-

ating the risk level for any type of spill scenario (Kaplan and Garrick, 1981):

(a) What can go wrong?

(b) What is the probability of it going wrong?

(c) What are the consequences if it does go wrong?

2. https://response.restoration.noaa.gov/oil-and-chemical-spills/oil-spills/resources/shoreline-cleanup-

and-assessment-technique-scat.html.
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Where oil spill risk analysis is concerned, the associated analysis is used

as a means for developing deployment strategies and to minimize the risk of

accidental discharge to improve safety in the marine environment (Gasparotti,

2010). The evaluation of risk takes the following general form:

risk5 f ði; rÞ ð8:2Þ
where risk is some function of impact (i, which can also be considered the

consequence or degree of harm), combined with the probability (r, the

chance that a particular area may come into contact with the spilled sub-

stance) that the event will occur. There is some variation in how each of

these two components are determined as well as the spatial scale that they

are evaluated at. Since risk involves the level of impact, the spatial and tem-

poral scales between the two (impact and risk) should match. A few of the

different approaches used to conceptualize and operationalize the assessment

of the probability of oiling are detailed next.

8.2.2.1 Probability of oiling

There are two common approaches for evaluating risk, both having to do

with likelihood. The first focuses on determining the probability of an event

actually occurring, while the second proceeds by assuming the event has

occured and determines the probability that an area will come into contact

with a slick. When taking the approach of the former, researchers may use

historic spill event information, the density of marine traffic, or the number

of hydrocarbon-related projects/drilling rigs/oil platforms in an area. The

idea is that if an area has experienced spills in the past or has more

hydrocarbon-related activity, the likelihood of a future spill will be greater

(Olita, Cucco, & Simeone, 2012). As an example, Fernández-Macho (2016)

performed a risk analysis for all of the coastal areas of European countries

using data on spills from 1970 to 2014. The researcher used location and

release information combined with the geomorphological condition of the

coastline and the prevailing ocean currents to develop risk indices for each

of the coastal European countries. The database used for the analysis is

maintained by the International Tanker Owners Pollution Federation (ITOPF,

2019) and is freely available, which provides a great resource for risk model-

ing. Other examples of risk assessment likelihood from past spill events

include the work by Lee and Jung (2015) on tanker incidents in offshore

Korea, and Liu, Meng, and Xing (2015) who identified large tanker spills in

the Chinese Sea over the past 29 years.

The other approach to addressing the probability of oil spill occurrence is

to use the prevalence of hydrocarbon-related infrastructure and/or marine

traffic (Lan, Liang, & Bao, 2015). For example, in addition to the use of past

spill events Liu et al. (2015) identified the density of oil platforms and ship

traffic using remotely sensed imagery. Similarly, Mokhtari, Hosseini, and
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Danehkar (2015) used distance to oil wells, coastlines, ship traffic, and oil

facilities to identify the most at-risk oiling locations in the Persian Gulf. The

final map was a continuous surface illustrating the mean probability of an oil

spill occurring across their study area. Finally, Olita et al. (2012) used a ves-

sel tracking dataset with 35,000 records to normalize their marine oil spill

risk assessment model. Given the average number of ships that passed

through their study area, the researchers assumed a potential oil spill amount.

After combining this information with ocean currents, the researchers were

able to derive risk maps for the shoreline.

In all of the above examples, risk is a function of how much of a given

measure exists for the study location. Now that oil spill models are more

widely available and computational memory and processing speed are grow-

ing, the more common approach to evaluating oil spill risk involves

ensemble-type modeling approaches and advanced oil spill simulations

(Sepp Neves et al., 2016). In these models, hundreds or thousands of spill

events are simulated. The simulations may take place at a single location or

be geographically dispersed. For instance, Boer, den, Azevedo, and Vaz

(2014) simulated 3500 spills in a coastal lagoon using VOILS, an advanced

spill model based on Eulerian�Lagrangian transport and unstructured hori-

zontal grids (Azevedo, Oliveira, Fortunato, Zhang, & Baptista, 2014). The

results of the analysis were used to derive a hazard probability map based on

several oil spill locations across a lagoon. In a similar approach, 2,018 spills

were simulated by Guillen, Rainey, and Morin (2004) across 91 different

starting locations in the GOM over a simulated 9-year period to identify sea-

sonal risk variation along with aggregated risk information for the shoreline.

Other researchers have utilized more common spill models including

MEDSLIK-II and GNOME to gain valuable insight into the likely locations

of oil landfall (Al Shami et al., 2017; Barker, 1999).

Other methods for calculating risk without having to rely on ensemble

approaches also exist. These alternatives are advantageous if the researchers

do not have access to powerful computers or are not capable of running oil

spill simulations in ensemble mode—which usually means some sort of

command-line implementation or custom computer code. One example is

Monte Carol approaches. With this approach, only a few spills need to be

simulated. Using the mean and standard deviations from those simulations, a

probability distribution can be derived without having to rerun the entire oil

spill model multiple times (Nelson and Grubesic, 2017b). This provides an

unbiased estimate of oiling likelihood along with associated error measures.

All of the metrics used in risk analysis continue to evolve. Those

highlighted above are some of the most widely used and efforts are under-

way to develop common standards and approaches for risk estimation (Sepp

Neves, Pinardi, & Martins, 2015). Returning to our original risk analysis

equation, once the probability of oiling has been determined, it is combined

with the impact score (detailed in Section 8.2.1 above) to complete the risk
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analysis. Most of the time, this is multiplicative [see, e.g., Lan et al. (2015)],

additive (Fernández-Macho, 2016), or a mix of both (Azevedo, Fortunato, &

Epifânio, 2017).

8.3 Response analysis

In practice in both the United States and Australia, impact analyses play an

important role in the creation of plans that guide response efforts during a

spill event. In the United States, response plans are organized in a hierarchi-

cal structure reflecting the geographic and operational extent of the response

requirements. The Area Contingency Plan (ACP) covers the largest geo-

graphic extent and provides a governing structure for all agencies within the

geographic bounds of the ACP. The ACP aids in coordinating where and

how response equipment should be allocated. The Geographic Response Plan

(GRP) is more specific, both in operational and geographic scope. For

instance, within the United States GOM as well as other coastal areas, the

ACP is divided into smaller districts that set the bounds for individual GRPs

(Fig. 8.1). Within these smaller districts, sensitive resources can be identified

by area experts and stakeholders as priorities for protection. The impact

FIGURE 8.1 An example of Geographic Response Plan boundaries (inset map) and the spe-

cific Area Contingency Plans (black “SEC” outlines) in the Gulf of Mexico.
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assessments described in the previous section offer valuable guidance at this

stage of the response planning process.

In addition to identifying the sensitive coastal resources, GRPs guide

where and how response resources should be allocated, such as containment

booms and skimmers. However, during a spill event, these plans can change

based on the spill location, movement of the hydrocarbon/chemical slick,

available personnel and equipment, and new information describing the areas

in need of protection. As one example, during the early stages of the DWH,

new information on land topography and locations of sensitive receptors had

to be incorporated into response plans before command units could deploy

response equipment with certainty. Over the course of the spill, response

teams had to consider the different environmental conditions and reassess the

feasibility of the booming strategies in a dynamic manner. Critical through-

out the process was a continual assessment of booming effectiveness and

strategy (USCG, 2011). In several instances, certain boom types were found

to be ineffective and had to be changed.

The dynamic process of planning and executing these response plans for

rapid response to spills cannot be overstated. Sensitive assets, both onshore

and offshore, are immediately at risk of being harmed when a spill begins.

As the slick moves through space and evolves/weathers over time, the areas

of protection may also change. This observation during the DWH highlighted

how dynamic the overall response operation needed to be (Liu, MacFadyen,

Ji, & Weisberg, 2013). Recent research to enhance response strategies in

order to accomodate spill dynamics have recently been underway, and

include spatial optimization and geospatial analysis.

8.3.1 Response strategies

There are three overarching areas of response operation defined in the litera-

ture. The first is classified as strategic operations (Iakovou, Ip, Douligeris, &

Korde, 1996). Analyses at the strategic level seek to optimize where valuable

and often scarce response resources should be located to ensure an optimal

response. The second type of response operation is tactical (Grubesic, Wei,

& Nelson, 2017). Tactical response operations focus on the optimal alloca-

tion of resources from their storage locations but extend even more broadly

to include decisions on how the equipment should be used once it is at the

spill site (e.g., how long equipment stays on scene, what type of equipment

should be used, and where exclusion booms should be allocated). The last

area of research (sometimes collapsed into the tactical response) is the oper-

ational response. These types of response analyses are performed at much

higher detail and with a panoptic approach. They consider the minute details

of optimizing the distribution of booms and skimmers, the time required for

equipment to be in place, and the type and size of personnel teams required

for response.
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As noted by Iakovou, Ip, Douligeris, & Korde (1996), decisions at the

operational level are complicated and heavily dependent on the response team

availability, structure, and the stockpile of equipment at the storage locations

proximal to the spill site. Decisions at the operational level are built on know-

ing where resources are located, how much of that resource is available, and

how those available resources should be deployed with respect to the spill.

Iakovou, Ip, Douligeris, & Korde (1996) acknowledge that for major oil spills,

incident commanders may choose to engage all available resources, regardless

of whether that particular type of equipment is necessary for response. While

it is of course better to be overprepared than underprepared, Iakovou and col-

leagues go on to note the existence of several examples when equipment was

transported to a spill site but never used. This is wasteful, both in terms of

time and money, and can lead to an ineffective response operation. To avoid

these wasteful scenarios from occurring, researchers have been developing

optimization models and decision support systems to aid responders in their

decisions to strategically place equipment at storage sites and to optimally

mount a tactical response.

8.3.2 Spatial optimization

Solutions for determining where response equipment should be located and

the decision about how that set of equipment should be dispatched to the site

of the spill has, generally, been approached through spatial optimization.

Spatial optimization has gained much traction in the field of geography and,

similar to mathematics or economics in which it is often applied, consists of

three main components: an objective, decisions to be made, and constraints

(Tong and Murray, 2012). The objective is the goal to be achieved—either

maximizing some kind of benefit or minimizing costs—and is represented

through single or multiple objective functions. Decision variables, like their

name implies, correspond to the explicit policy decision to be made. In the

context of spill response, decision variables can be where staging areas or

response equipment should be located, the specific areas that require protec-

tion, or how much of a particular type of equipment should be dispatched or

stored. Finally, constraints determine the conditions that must be satisfied in

accordance with the problem under study. Often, this has to do with budget

(constrained by a maximum available budget) but can also focus on time

(how much time responders have to arrive to a spill or affected site), and/or

some allowed level of environmental impact.

Within a spatial optimization problem, these three components—objec-

tive, decisions, and constraints—are combined to outline the geographic

problem of interest. In addition, the geographic nature of these problems

means that each of the component parts has spatially interdependent relation-

ships. In other words, space is explicitly considered by these models.
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As a basis for these models, the following generic formulation of an optimi-

zation problem from Tong and Murray (2012) may be adapted:

max: g kð Þ ð8:3Þ
Subject to:

fiðkÞ# ai’i ð8:4Þ
k conditions ð8:5Þ

where k is a vector of decision variables, ai places limitations on what the

value for all (’i) functions ( fi) can be, and Eq. (8.5) denotes the require-

ments that the model must meet to be solved. The decision variables can rep-

resent a number of items, such as minimizing costs or distance traveled,

maximizing the number of protected/boomed sensitive receptors, maximiz-

ing the total amount of oil/chemical substance that can be cleaned, or mini-

mizing total impact [Eq. (8.3)]. fi and g are both functions of k. These are

the constraints on the model, effectively providing limits to the objective

function. As an example, if the objective is to minimize the total impact of a

spill, constraints could be the number of boats available, the total length of

containment boom, or the number of personnel. Given multiple objectives

and constraints, the model would provide optimal combinations of available

resources that work to minimize the impact over time. These optimal combina-

tions can be visualized using a Pareto optimal curve (Fig. 8.2). Choices along

FIGURE 8.2 Pareto optimal curve balancing the percentage of resources covered and the num-

ber of locations to achieve that coverage.
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the curve are optimal with respect to the amount of resources required to

achieve the resulting impacts.

Fig. 8.2 was created with an optimization model seeking to maximize

response coverage of sensitive environmental resources with a travel time

constraint of 1 hour (Grubesic, Wei, & Nelson, 2018). The objective of the

model was to identify where along the coast warehouses with equipment

stockpiles should be placed to minimize damage to sensitive environmental

resources within a 1-hour time horizon. The reader will note that the curve

begins to plateau at about 35 warehouses. This means that the installation of

additional warehouses beyond 35, no matter where they are located, is redun-

dant in the sense that the max amount of assets can be covered with 35 stra-

tegically placed warehouses. Any more than 35 will not improve the overall

coverage percentage. Furthermore, any point on this curve can be considered

an optimal solution given the spatial configuration of the warehouses and the

constraints.

There is an implicit trade-off being made between coverage and ware-

houses in this example. Researchers and practitioners can therefore use the

Pareto optimal curve to make valuable decisions regarding spill response.

Perhaps the most valuable output of these spatial optimization models is the

spatial configuration of the 35 selected storage sites that maximize the cover-

age illustrated by the curve. Details on the process leading up to the curve

and the steps specific to the two major areas of response operations—strategic

and tactical—are detailed below.

8.3.3 Strategic

Before moving into the strategic optimization of spill response, it is impor-

tant to acknowledge a key caveat: during a worst-case spill event like the

DWH, incident commanders and on-scene coordinators will operationalize

all available resources regardless of whether they will be used. In the case of

the DWH, for example, the spill was simply too large and required signifi-

cant resources to combat it. In fact, over the course of the spill, hundreds of

vessels of opportunity were enlisted and deployed. These were private ves-

sels contracted to assist crews in response activities. This, of course, is not

the norm. However, readers should be aware that a spill as large as the

DWH can easily overwhelm response crews, and contracting private vessels

may be a part of a response plan.

The strategic aspect of oil spill response generally takes place before a

spill. Planners must first consider where spills might occur, their frequency,

size, and the sensitive resources that could be impacted. Contingency analy-

ses using spill transport and weathering/decay modeling packages (such

as those described in Chapter 5: Oil Spill Modelling Assessment) will help

to identify these at-risk areas and characterize the dynamics of potential

spills (French-McCay, 2004; Nelson & Grubesic, 2018; Spaulding, 2017).
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In addition to using spill models, researchers may use historical spill

accounts or known shipping routes as potential spill locations (Belardo,

Harrald, Wallace, & Ward, 1984; Verma, Gendreau, & Laporte, 2013). Once

the likely areas of spill occurrence have been identified, planners can then

decide, given the information about potential spills, where to place response

resources and how much of each resource should be located within each

stockpile.

Strategic response spatial optimization models begin with a set of loca-

tions where equipment could, in theory, be placed. This may be near existing

boat ramps, within docking areas, marinas, or beaches, whichever makes

sense for the context under investigation. Decisions about which locations

are feasible for storage or staging depend on the local landscape and existing

infrastructure. Before beginning the modeling process, researchers and prac-

titioners should identify which criteria for inclusion should be of decisive

value before determining the initial set of storage or staging locations.

Next, researchers must choose what criteria will drive location siting

decisions. In other words, the model asks: where should this equipment be

sited given the protection requirements? In the case of Verma et al. (2013),

the researchers used historical spill locations and existing marine traffic

routes to operationalize their two-stage stochastic programming model. They

chose the historical spill sites and shipping routes as the most likely places

where a future spill could occur. Consequently, equipment was sited so that

it would adequately cover these areas. One of the objectives of the model

was to identify the potential storage sites that enabled responders to arrive at

any of the identified spill sites within 6 hours, given a specified oversea

transportation speed. In an older, yet important piece, Belardo, Harrald,

Wallace, & Ward, 1984 used a similar bundle of information to identify stor-

age equipment locations. They used historical spill events and local shipping

traffic and also considered weather factors.

Two constraints have already been mentioned regarding Eq. (8.5). These

are the limits that determine what the model can and cannot do. In Verma

et al. (2013), the researchers were choosing to site equipment in locations

where responders were able to arrive within a 6-hour time frame. The time

frame was the constraint placed on the model, and any solution had to meet

that (or tighter) time constraint to be considered optimal. They also included

monetary constraints by specifying a total amount of money that the cost of

response had to adhere to. When evaluating possible solutions, the model

only identified geographic locations that met those two constraining condi-

tions. Additionally, other constraints can be added that limit the total amount

of equipment that can be sited. Models that impose equipment constraints

must determine what equipment should be allocated in order to maximize

overall response coverage or minimize potential harm. These decisions can

be driven by the relative sensitivity of the surrounding environment or fre-

quency and magnitude of potential spills, as they were in Verma et al. (2013).
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If it is the former, more resources are likely to be placed in areas with larger

numbers of sensitive assets. If it is the latter, more resources will be sited in

areas with higher spill frequency or where the potential spills have historically

been large in magnitude. This may seem intuitive, but the power of the optimi-

zation model is that the resulting output will be optimized in such a way that

the exact number of resources required to protect sensitive resources or to

cleanup spills of varying sizes will be identified. Using these modeled results

can lead to a more efficient and economical response operation.

8.3.4 Tactical

Compared to strategic spill response models, tactical response can become

quite complicated. There are additional levels of detail and uncertainties

from both practical and theoretical points of view. Tactical response planning

focuses on which marine transportation resources are required, what equip-

ment should be placed on the vessels responding to the spill, and where those

resources should come from. Thus optimization models face temporal,

resource, and monetary constraints but may also contend with where the

most efficient set of resources should depart from, given the known alloca-

tion of resources at each of the equipment storage sites or staging areas.

Similar to strategic optimization, tactical optimization begins by defining

an objective function—either minimizing or maximizing some aspect of the

spill response. One example of such an approach is given by Psaraftis and

Ziogas (1985). The focus of their model is on the development of a decision

algorithm to dispatch equipment sets to a spill location. It is based on the

aggregate cleanup capability needed within discrete stages of the cleanup

operation. The idea is that during the course of a spill, different sets of

equipment will be required depending on the discharge rate, type of oil/pol-

lutant, prevailing ambient conditions, and movement of the slick after the

initial spill. The notion of time-variant equipment sets is also addressed in

Wilhelm, Srinivasa, and Wilhelm (1997) which seeks to minimize response

time while explicitly considering the number of components available at

each staging area, the storage capacity of vessels, and the number of compo-

nents used in the formation of equipment sets.

As a more recent example, Gkonis, Kakalis, Ventikos, Ventikos, &

Psaraftis (2007) develop a tactical decision approach that considers costs

with respect to time and, in a similar way to Wilhelm et al. (1997), take into

account the changes to oil due to weathering over time. Damage potential is

included as a categorical variable (high, medium, and low) following each

spill simulation which is curiously nonspatial with respect to spread and

impacted areas. It does follow earlier work by considering the optimal set of

equipment required and where it is stored. Even more recent are the works

by Grubesic et al. (2017, 2018), which were developed for use with new spill

models capable of simulating individual spill parcels at a fine-grained
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spatiotemporal resolution. Moreover, recent work has extended the tactical

approach to determine both the optimal set of equipment to be dispatched

and how exclusion booms should be distributed to protect sensitive receptors

(Grubesic et al., 2018; Zhong & You, 2011). Total costs to deploy and main-

tain the boom, as well as the transportation of the boom are important con-

siderations in these models (Etkin, 2004; Schmidt Etkin, 2009), but so too is

the identification of the sensitive receptors.

There are two critical components of tactical response models that are

worth elaborating on. The first is equipment sets which refers to the mix of

equipment required to respond to a spill. Wilhelm and Srinivasa (1997) detail

this aspect well. They note that cleanup consists of a variety of individual

cleanup components that are owned by public and private companies and

stored at known locations. In the event of a spill, these individual pieces of

equipment are dispatched to staging areas where they are assembled to form

the response system or response sets. A response system is thus the location

of a single or several staging areas that contain a specific set of components.

These locations are what is generally evaluated by the optimization models.

As one example, sets can comprise booms, pumps, and the storage capacity

of the responding vessels. It may also include the location of that equipment.

Given the set of equipment, the objective of the model is to minimize

response cost. Cost is often assumed based on a general damage functions or

ancillary data describing an assumed cost of cleaning up oil/pollutant given a

particular coastal setting (Etkin, 2004).

The second critical aspect worth elaborating on is the idea behind cases

or scenario evaluation. Evaluating different cases gives responders the ability

to compare and contrast the outcomes of different response options across

several different scenarios. In Psaraftis and Ziogas (1985), scenarios con-

sisted of do-nothing (also referred to as benign neglect), optimal (response

and damage are minimized using any possible combination of cleanup equip-

ment), and limited where certain constraints of the model are restricted (such

as cleanup resources, storage capacity, or travel time). The different response

options are then compared to determine the difference in overall cost and

impact. Similarly in Grubesic et al. (2018), scenarios consist of benign

neglect, best-case scenario, and restricted equipment sets to illustrate the dif-

ferences in final impact.

8.4 Applications

In the previous sections, the methodological and theoretical foundations for spill

risk, impact, and response analyses commonly used by researchers were pro-

vided. The following sections will present examples of their application, focus-

ing on each of the individual components and their operationalization. These

applications are meant to provide the reader with a general framework and a

guide for analysis. In practice, some of the steps involved in implementing
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these analyses will depend on the availability of data, the study area, access to

software, and importantly, the research question of interest. They are also just

one specific example. Readers should be aware that there are indeed other

methods for approaching these questions, but the general framework for how

the individual pieces of information come together is generalizable in the sense

that they build upon fundamental aspects found throughout the spill risk,

impact, and response literature. Most of these fundamentals have briefly been

covered in the preceding sections and are also covered in more detail elsewhere

(e.g., Nelson and Grubesic, 2018).

8.4.1 Estimating spill risk and impact: an application in the Gulf
of Mexico

For governments, responders, and other stakeholders, the accurate quantifica-

tion of potential impact stemming from pollutant spills is critical for improv-

ing response effectiveness and spill preparedness. In the United States,

offshore oil development—both exploration and production—has varied

from year to year, often as a function of the political administration.

However, the GOM has remained one of the largest offshore production

areas in the United States. This is because both exploration and production in

the GOM are an important part of the United States energy budget (EIA,

2018) and support thousands of industry-related jobs in GOM coastal commu-

nities. There are thousands of offshore oil wells and hundreds of associated

platforms which is why many oil spill impact models have used the GOM as a

study area. Furthermore, the DWH disaster occurred in the GOM, along with

several other smaller spills in the recent past. Because of this activity, massive

efforts have been made to analyze, collect, and create data sets representing

the systems in this area. As mentioned previously, this particular approach to

risk and impact is data driven. The active oil industry and data availability for

the GOM allow for a comprehensive illustrative example.

8.4.1.1 Units of analysis

A spill impact assessment requires a mechanism for analyzing areas within

the larger study area. By dividing the study area into discrete units of analy-

sis, the coincidence of a floating or deposited pollutant and sensitive assets

can be assessed and subsequently analyzed on an individual basis.

Researchers may do this in a number of ways, including the use of adminis-

trative units, response areas, or arbitrary divisions created by the researcher.

For this analysis, we will be using a 2 km3 2 km grid created using a GIS

software package. The grid stretches over the entire coastline of the GOM

and is wide enough to include any barrier islands that may lie just off the

mainland shore, as well as the entirety of bays that cut inland. The objective

at this stage is to design the grid in such a way that all the underlying data
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sets used to model the vulnerability of the coastal areas are captured. If data

are sparse, larger units of analysis should be used. With higher density data,

smaller units of analysis are advised as they allow for the estimation of

impacts at finer scales. The more refined the data, the more heterogeneous

the resulting impacts may be. Thus, without a proper analysis of resolution,

impacts at the meso- or microscale could be obfuscated and provide an inac-

curate sense of impact and its location.

8.4.1.2 Scenario specification

As detailed in Eq. (8.1), the impact calculation is based on the vulnerability

of the coastal and marine assets that may be affected by a spill. This value

is combined with the degree of oiling. For this example, vulnerability is

defined as the total number of sensitive assets within a given unit of analysis

where a unit of analysis is one individual grid cell (2 km3 2 km). The

degree of oiling is determined by the BLOSOM3 oil spill model. Because

spill modeling has been covered at length in Chapter 5, Oil Spill Modelling

Assessment, only a brief summary of the spill simulation is provided.

Due to variations in the dispersion of oil throughout the water column, 30

separate simulations were performed and averages were taken. All settings

remained the same across simulations. The spills began at 27.74�N,
289.36�W in the offshore GOM, 90 miles south of Louisiana on May 1

(Fig. 8.3). This spill occurred at a depth of 4169.9 ft. The release of crude

oil occurred over a 7-day period at a rate of about 400 barrels per day. The

total amount of oil released over the 1-week blowout was 1935.17 barrels

(bbl) after weathering [using the evaporation model detailed in Tkalin

(1986)] (Fig. 8.4). The model then followed the transport of the oil through

space and time as it traveled across the water column over the course of 50

days. Updated location and oil slick characteristic information were recorded

and output in shapefile format every 24 simulated hours. In total, there were

50 individual shapefiles detailing the evolution of the spilled oil for each of

the 30 simulations. By the end of each of the simulations, the majority of the

oil had degraded (weathered). An average of 390.15 bbls beached and

1105.56 bbls remained in the offshore environment. At this point, the vulner-

ability and degree of oiling were calculated for each grid cell.

8.4.1.3 Vulnerability calculation

Vulnerability is defined as the number of sensitive receptors/assets that could

be negatively affected by the presence of spilled hydrocarbon or other pollu-

tants/chemical substances. The calculation of vulnerability can be as simple

as summing the number of sensitive assets that occur within an individual

unit of analysis. This approach would assume that all receptors are equally

3. https://edx.netl.doe.gov/blosom/.
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FIGURE 8.3 The oil spill simulation location and extent in the Gulf of Mexico. Darker colors

of green indicate more oil passed through that location over the duration of the simulation.

FIGURE 8.4 Association between the amount of oil in the marine environment and the amount

of oil weathering over time.
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important, and that the locations with the highest number of receptors are the

ones that will be the most impacted. However, this may not always be true

as some assets will likely be more sensitive to the effects of oiling, or fur-

thermore, are more critical to protect because of their economic importance.

For the latter situation, the user can start by determining the number of assets

impacted by the spill and then apply weights to the different types of assets

in the region.

For this example, weights were applied to the different categories of sen-

sitive assets within each of the larger asset categories—environmental and

socioeconomic. After simulating the spill and determining where oil made

landfall, the vulnerability calculation began by determining the relative

weights for each of the subcategories within the broader environmental and

socioeconomic categories (Table 8.1).

For demonstration purposes, the subcategories were weighted as follows.

Recreation/Tourism (RT) is highest as this area depends heavily on the reve-

nue brought in by the tourism industry. Essential fish habitat (EFH) is

weighted slightly lower but high enough to reflect the importance to the sea-

food industry and the relative sensitivity of these species to the detrimental

effects of oiling. Ecologic impacts (EC) are weighted the same as EFH

because of their sensitivity to oil, slow recovery time, and importance to the

surrounding ecosystems. Infrastructure (IF) is weighted the lowest because

of resilience to the effects of oiling and low sensitivity to negative effects.

Shut in of oil operations could result from a major spill but will only have a

minimal impact (relatively speaking) when compared to the other categories;

it was therefore assigned the lowest of all weights. Final equations for each

subcategory impact are detailed below:

SEvul 5 3
X

RT1;RT2; . . .RTn
� �

1
X

IF1; IF2; . . .IFn

� �
ð8:6Þ

ENVvul 5 2 EFH1;EFH2; . . .EFHnð Þ1 2
X

EC1;EC2; . . .ECn

� �
ð8:7Þ

where RT are the individual assets (n) representing recreation and tourism,

IF are the individual assets of infrastructure, EFH are the essential fish habi-

tats, and EC are the ecological variables within a grid cell. Again, the type

and number of assets within a grid cell will likely change based on data

availability. But as previously mentioned, with more data comes the ability

to refine weights and better understand and assess the heterogeneity across

the coastal landscape.

Once the vulnerability score for each affected unit of analysis are calcu-

lated, the total vulnerability score is obtained by adding together the final

scores for the broader categories (Fig. 8.5):

FV 5 SEvul 1ENVvul ð8:8Þ
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TABLE 8.1 Break down of the data set type, the subsector, and the sector

that the data set is grouped into.

Data set Subsector Sector

Beach access Recreation/Tourism Socioeconomic (SE)

Marinas

Boat ramps

Drinking-water intake

Parks

Piers

Tourism/rec business

Migratory pelagic Essential fish habitat Environmental (ENV)

Red drum

Reef fish

Spiny lobster

Albacore tuna

Sharpnose shark

Big eye tuna

Blacknose shark

Blacktip shark

Tiger shark

White marlin

Yellowfin tuna

Bluefin tuna

Coral reef/hard bottom habitat Ecological ENV

Artificial reef locations

Critical wildlife areas

Sea turtle nesting beaches

Wildlife refuge

Oyster habitat

Environmental Sensitivity Index

Marine protect areas

Seafood processing plant Infrastructure SE

(Continued )
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The result will be a range of values that can vary from cell to cell, mak-

ing it difficult to compare in later calculations. We can transform these

values to something more comparable by scaling them to a different range

but the relative difference between the values will remain the same. For this

TABLE 8.1 (Continued)

Data set Subsector Sector

Airports

Coastal roads

Refineries

LNG facilities

Oil platforms

Oil pipelines

Oil wells

Used in the weighting scheme for vulnerability.

FIGURE 8.5 The spatial distribution of vulnerability using the total vulnerability score calcu-

lated for each of the grid cells in the study area delineated by the red line in the inset.
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analysis, the values were rescaled between 1 and 5, with 5 being the most

vulnerable area and 1 being the least vulnerable:

maxnew 2minnew

maxold 2minold

� ��
FV 2maxoldð Þ1maxnew ð8:9Þ

where maxnew is 5, minnew is 1, maxold, and minold are the maximum and mini-

mum values that result from the calculation of final vulnerability, and FV is the

vulnerability score for each of the individual units of analysis (grid cells in this

case). With that completed, all of the vulnerability scores across all units of

analysis will have a value between 1 and 5. The final step in the calculation of

impact is the combination of vulnerability with degree of oiling.

8.4.1.4 Degree of oiling

The oil spill trajectory model BLOSOM is flexible with respect to the type of

data outputs and the information the outputs contain. The model will create text

files or shapefiles that record, among other things, the location of the individual

oil parcels in time and space. Each of the individual oil parcels that make up the

slick/s have associated attributes including its position, mass, density, and volume,

along with other items such as distance traveled since the last time step, and the

status of each oil parcel. The status of the oil parcel is particularly helpful when

modeling coastal systems, which may be affected to a different degree depending

on the condition and weathering of the spilled hydrocarbon. BLOSOM tracks

where the individual oil parcels are within the environment in relation to a high-

resolution bathymetry raster layer. Parcels can have a status of water column, sur-

faced, beached, sunk, or out of bounds. At the end of the simulated period, all of

the parcels with a status of beached were recorded and associated with the grid

cell that they landed in. Because each oil parcel has unique characteristics with

respect to the amount and condition of oil they represent, all parcel amounts

within a grid cell are summed to get the total beached oil in a specific grid cell.

Once the average amount of oil within each grid cell has been determined

through simulation, a modifier (Oilmod) is created to scale the total impact by

the amount of oil affecting the assets within the grid cell. For this analysis, the

amount of oil within each grid cell (GCoilÞ is divided by the maximum amount

of oil that beached within a single grid cell across the entire study domain

(maxoilÞ. After calculating the vulnerability score, this modifier provides a way

to estimate the impact for each grid cell while explicitly considering the average

amount of oil occurring within a grid cell across all 30 simulations.

oilmod 5
GCoil

maxoil
ð8:10Þ

8.4.1.5 Impact calculation

The impact calculation is a combination of degree of oiling and vulnerability

score. The approach taken here was fairly simple and consisted of capturing
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the total amount of oil that beached within each of the grid cells (average

from 30 simulations), transforming those values to range between 0 and 1

and then multiplying it by the vulnerability score, which was also trans-

formed to range between 1 and 5. Thus the final impact score will be in a

range between 0 and 5.

impact5 oilmod 3FV ð8:11Þ
Having calculated the impacts, the results can be mapped to visually

determine where the most and least impacted areas are located (Fig. 8.6).

This is advantageous for several reasons. First, a responder can change the

weights of their model to reflect different protection priorities and compare

the resulting impact locations. Second, responders can tailor their contin-

gency plans based on where the highest impacts are located. Third, these

impacts, and the process of modeling them, can be used as valuable inputs

for response operations models which will be detailed in the next section.

8.4.1.6 Risk analysis

Once the potential impact for each of the grid cells are determined, the risk indi-

cates how likely it is that oiling will occur for a particular location. Within the

actual offshore environment and in the laboratory, there is some variation where

FIGURE 8.6 The spatial distribution of impact after vulnerability is combined with degree of

oiling.
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oil will make landfall. Most oil spill models are deterministic, but have built-in

randomness in the dispersion algorithms to better reflect what might be experi-

enced in a real-world setting (Spaulding, 2017). As a result, two simulations run

by the same model under the same settings will likely have different outcomes

with respect to where the slick makes landfall.

The likelihood of occurrence is based on where the slick is most likely to

make landfall. That is, the 30 simulations were used to calculate a probability of

occurrence based on how often that grid cell had been affected by oil. As was

done for the impact analysis, the oil parcels that made landfall were joined to

the grid following each simulation. For the simulations where oil landed in the

grid cell a value of 1 was recorded. For the days where no oil landed in the grid

cell a value of 0 was recorded. Dividing the final count of the number of simu-

lations where oil was present (between 0 and 30) by the total number of simula-

tions (30) gave a probability of occurrence for the grid cell.

After calculating the probability of occurrence for each grid cell the final

risk metric can be calculated. The use of Eq. (8.2) combines the impact cal-

culated in the previous section with the probability of occurrence. This yields

the final distribution of total oil spill risk across the study area (Fig. 8.7).

The highest risk areas are those in red, the lowest risk areas are in blue, and

the areas where there is no calculated risk do not have a fill. Given this spill

scenario, the most at-risk areas are on the south end of Louisiana.

FIGURE 8.7 Final risk map for the study is determined by combining the impact and probabil-

ity of oil occurrence.
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8.4.2 Response analysis: the tactical analysis and coordination
for oil spill suite

The response analysis can take on many forms including strategic, tactical,

and operational. The goal of each response type varies slightly in the focus

of response. As detailed in Section 8.3.3 strategic response focuses on where

response resources should be allocated before a spill, tactical response is

concerned with how to best allocate a finite amount of resources to the spill,

and operational response focuses on the efficient coordination of the numer-

ous facets of the response effort overall. To satisfy all three response forms,

the Geoinformatics and Policy Analytics Lab at the University of Texas at

Austin has created the Tactical Analysis and Coordination for Oil Spills

(TACOS) suite, which is a platform that combines spatial optimization and

geospatial analysis to inform response operations.

The suite is informed by the outputs of an oil spill model of the user’s

choosing and uses the behavior of the spill through time and space to deter-

mine how to allocate response equipment in the most efficient way. The tool

also gives response coordinators the ability to vary the aggressiveness of the

response by specifying the percentage of oil targeted for cleanup during each

time step. The current iteration of the tool starts at 75% and increases in 5%

increments to 95% and also includes an option for benign neglect, or no

cleanup at all. After a spill has been analyzed to completion, the model esti-

mates the resulting impacts. Some of the functionality built into the TACOS

suite gives responders the ability to compare different response strategies

and resulting impacts in a dynamically linked web mapping system. In doing

so, responders can evaluate how to best respond to a spill by visually com-

paring the resulting impacts and the response resources required to meet the

user-defined response targets.

The current iteration of the tool utilizes a built-in spatial optimization model

for tactical response, which mimics the one detailed in Section 8.3.4. The asso-

ciated impact analysis built into TACOS is calculated using an approach similar

to the one detailed in the previous section. The combination of these two

approaches highlights the importance of having accurate impact assessments,

without which the response may not be as efficient or well informed. In the fol-

lowing sections, several of the submodels within the TACOS suite are detailed,

with close attention paid to the underlying workflow. Ultimately, the TACOS

suite provides a framework for aiding in response analysis through the use of

analytic tools; the suite is continually being enhanced.

8.4.2.1 Oil Spill Cleanup Operations Model

Within the TACOS modeling suite is a set of equations that evaluate mod-

eled oil spills and how to optimally dispatch resources to the spill in consid-

eration of the surrounding environment. The Oil Spill Cleanup Operations

Model (OSCOM) evaluates the behavior of the plume/slick and determines
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how to optimally dispatch vessels for on-water cleanup operations. The criti-

cal factors required to perform the analysis are the amount of oil in the water

column and on the water surface, the total capacity of the equipment at each

staging area and of the boats responding to the spill, the speed that the boats

can travel, and the oil spill cleanup target. Each of these parameters is repre-

sented as unique variables within the optimization model and can be varied

depending on the characteristics of the problem scenario.

Two optimization models, which are a variation on the general form detailed

in Section 8.3.2, are described in more detail in the following sections. They

include an equipment dispatch location model, which has not yet been incorpo-

rated into the TACOS suite, and the Exclusion Boom Allocation Model

(EBAM), which is geared towards optimally dispatching booms to sensitive

coastal resources given the potential impact that the oil may cause.

8.4.2.1.1 Determining response equipment dispatch locations

For each modeled time step, the TACOS model reevaluates where the optimal

location to dispatch response resources is located given the behavior of the spilled

substance, how much oil/pollutant is in the environment, the overall cleanup tar-

get, and the capacity of the response vessels at each of the dispatch locations. A

more detailed description of this model can be found in Grubesic et al. (2017).

The model does this by solving the optimization model for each day of the spill

using the indices below:

I5 set of staging areas indexed by i

J5 set of oil spill locations indexed by j or i

Parameters:

Γ 5 oil cleanup target

Pe5 operating capacity of cleanup equipment in the response vessel

Vj5 volume of spilled oil at site j

Dij5 cost/time to dispatch vessel from staging area i to soil site j

Ωj5 set of spill locations that are within the containment area of site j

Ni5 available number of vessels in i

Decision variables:

xij5 number of vessels dispatched from area i to spill site j

uj 5
1; if spill site j is cleaned by vessels

0; otherwise

�

The TACOS model currently treats all boat ramp locations as potential

staging areas (indexed by I). This data have been preloaded into the model-

ing suite but is dynamic in the sense that they can change based on user

knowledge of the exact locations of equipment staging areas. Additionally,

the type and amount of equipment at each staging location can also be chan-

ged. For the test case, however, the amount and type of equipment has been

randomly distributed across each of the staging locations.
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When the objective [Eq. (8.12)] is to minimize the total time that it takes

to dispatch resources to the spill, then the total “cost” of response should be

taken into account. Cost is conceptualized as the total distance traveled by

all vessels responding to the spill. In other words, costs are the accumulated

distance traveled by all vessels, to and from the spill, but could be modified

to represent monetized values related to the operating costs of vessels. The

constraints (8.13) and (8.14) limit the total capacity of cleanup equipment at

each staging area and the total capacity per vessel, respectively. The amount

of oil being cleaned by the vessels cannot exceed the amount set in

Eq. (8.14). The constraint (8.15) makes sure that only areas in which a vessel

has been sent are cleaned and Eq. (8.16) specifies that only the amount of oil

specified by the user is removed (Grubesic et al., 2017).

min
X
jAJ

X
jAI

xijDij ð8:12Þ

Subject to: X
jAJ

xij #Ni;’iAI; tAT ð8:13Þ

X
iAI

xijPe #
X
lAΩj

Vl;’jAJ ð8:14Þ

X
i

X
lAΩj

xij $ uj;’j ð8:15Þ

X
j

ujVj $Γ ð8:16Þ

The above model is solved for each day of the spill, resulting in a graphi-

cal representation of the plume/slick that identifies which areas have been

“cleaned.” The cleaned area and amount is considered during every subse-

quent iteration of the model. It is also used to determine the most optimal

location to dispatch equipment from, given the equipment constraints at each

specified staging area and the user-specified cleanup target that the model

must meet. As the cleanup target gets more aggressive (more oil removed

from the environment), more resources are required to meet the target, espe-

cially as the amount and extent of the oil plume/slick increases over the

duration of the spill event. As a plume/slick moves through space and time,

the most efficient (with respect to travel distance and time) staging location

will also change. This gives response decision-makers the geospatial intelli-

gence necessary for an efficient and effective response to spills.

The first step in a response analysis is to simulate the path of the slick

and to determine the level of coastal impact. The TACOS model takes an

approach to impact calculation similar to the one detailed in the impact
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section above. Briefly, a grid is preloaded into TACOS with the locations of

sensitive assets. This grid is then compared to where the oil is expected to

make landfall. The OSCOM model uses the amount of oil within those grid

cells in combination with the number of sensitive coastal assets in the area

to get an overall impact score for each individual grid cell.

Next, responders can set a baseline response option within TACOS and

then compare it with other (more or less aggressive) response strategies. In

Fig. 8.8, the benign neglect option (Psaraftis & Ziogas, 1985) is used as the

baseline. The model allows the user to visually compare the difference in

impact under different response options.

Noticeable in Fig. 8.8 are the patches of dark blue across the impact grid.

These indicate that the alternative response options will have fewer impacts

than the baseline option at those locations. The deeper the shade of blue, the

fewer the impacts compared to baseline. This makes sense given the choice

of benign neglect as the baseline. A point worth noting is the variation—or

lack thereof—in blue color outlined by the red rectangles. The similar blue

color across all alternative response strategies tells us that differences in

impact will not be substantial. That is, the impacts will remain relatively

stable no matter how aggressive the response is. With this information in

mind, a response coordinator may opt for a less aggressive response (a 75%

or 85% cleanup target) that is likely to be cheaper yet achieve a similar or

the same level of protection.

Assume for the sake of this example that the response option of choice is

in between the most aggressive and least aggressive, such as an 80% cleanup

target. The response coordinators can now direct their attention to assessing

where response equipment should be dispatched from. Again, the underlying

FIGURE 8.8 Example of the user interface for the online TACOS model showing the differ-

ences in impact resulting from selected response options.
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optimization model determines these locations based on the movement of the

spilt oil and whether there are enough resources located at each staging area

to achieve the 80% cleanup target. If the cleanup target cannot be achieved

with just the resources at one location, the model will identify the next clos-

est location to “borrow” equipment from. It does this for every time step of

the spill. Fig. 8.9 shows the location of the optimal staging equipment chang-

ing with the slick movement. In addition, the response teams will continually

remove oil from the environment, which is also considered by the optimiza-

tion model ensuring that only the equipment required to meet the cleanup

target is dispatched.

8.4.2.2 Exclusion Boom Allocation Model

EBAM is another tactical response optimization model that determines

where and how to best allocate exclusion booms to sensitive coastal areas.

Like OSCOM, the EBAM considers several important pieces of geospatial

information including the location of the staging areas and length of boom at

each staging area, where and to what degree the potential impacts on the

coastal environment will be (given a simulated oil spill), and allocates boom

from staging areas accordingly. An overview of this model is provided here

but a more detailed explanation of the inputs, outputs, and model develop-

ment can be found in Grubesic et al. (2018). One may see from the

FIGURE 8.9 Temporal variation of the oil slick and the locations of the most optimal staging

areas to dispatch response equipment from. Filled-in stars are the calculated optimal locations.
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parameters below that the model contains many different factors which, besides

the costs to deploy booms and the speed of response vessels, are based on the

geographic data used by the model, including the oil spill model outputs.

Indices:

I5 set of exclusive boom staging areas indexed by i

J5 set of exclusive boom storage locations indexed by j

K5 set of vulnerable shoreline segments indexed by k

Parameters:

Sk5 potential impacts of oil spill on shoreline k

Db
ik 5 time to transport booms from staging area i to shoreling k

Dt
ji 5mileage from storage location j to staging area i

Tk 5 time for oil spill to hit shoreline k

f b 5 vessel operating cost; per hour

cb 5 cost for deploying one linear foot of boom

ct 5 cost for transporting one linear foot of boom from storage

location to staging area; per mile

Ψk 5 set of staging areas that can reach shoreline k

before Tk 5 i Db
ik # Tk



 ��
Mk 5 length of boom required to protect shoreline k

Nj 5 length of boom available at storage location j

β5
X
jAJ

Nj

Decision variables:

xik 5 length of exclusion booms dispatched from staging area i to

shoreline k

uji 5 length of exclusion booms transported from storage location j to

staging area i

yik 5
1; if xik . 0

0; otherwise

�

zk 5
1; if shoreline k is not protected by exclusion booms

0; otherwise

�
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The EBAM has two objective functions. The first [Eq. (8.17)] is to mini-

mize the total spill impact on the vulnerable shorelines and the second

[Eq. (8.18)] is to minimize the cost of dispatching the booms. In other words,

the goal of this model is to protect sensitive coastal environments in the

most economically efficient way. The model prioritizes the most sensitive

coastal environments, while also deciding on how to make the best use of

limited resources. The advantage of a bi-objective model is the ability to

explore the trade-off between impacts and response. In some cases, objective

[Eq. (8.17)] can be transformed and used as a final constraint Eq. (8.24) with

the constraint method (Cohon, 2013). After transformation, we have the abil-

ity to vary Φ in constraint (8.24) to reflect different impact targets in terms

of percent of total impact to evaluate the feasibility of different response

options.

EBAM for coastal protection:

min
X
kAK

zkSk ð8:17Þ

min
X
iAI

X
kAK

cbxik 1 f bDb
ikyik

� �
1
X
j

X
i

ctDt
jiuji ð8:18Þ

Subject to: X
iAI

uji #Nj;’jAI ð8:19Þ

X
kAK

xik #
X
jAJ

uji;’iAI ð8:20Þ

X
iAΨk

xik 2Mk 1βzk $ 0;’kAK ð8:21Þ

Mkyik $ xik;’i; k ð8:22Þ
xik $ 0;’i; k ð8:23Þ
uji $ 0;’j; iX
kAK

zkSk #Φ ð8:24Þ

EBAM is subject to several constraints. Eq. (8.19) makes certain that the

length of boom transported from a staging location to the shoreline is no

more than the total length of boom available at that staging location.

Eq. (8.20) ensures that the total length of boom transported from the storage

facility to the staging location is less than or equal to the amount available at

the storage facility. Eq. (8.21) makes sure that the length of boom dispatched

to a specific shoreline segment is deployed before oil making landfall.
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Eq. (8.22) makes sure the amount/length of boom dispatched to the shoreline

is enough to cover the affected shoreline, and Eq. (8.23) simply imposes a

positive values on some of the decision variables. To summarize, the model

makes sure that sensitive areas are protected by booms before oil makes

landfall, and that enough boom is brought to each sensitive area. If the near-

est staging location to the impacted shoreline does not have enough boom,

the model will choose the next nearest, and continue iterating through the

staging areas until there are enough resources to ensure adequate shoreline

protection before moving to the next sensitive shoreline location. Then, the

model will go through the same iterative process again.

To illustrate the described procedure, the section below will provide a

walkthrough of the example problem presented in Grubesic et al. (2018).

The problem was formulated as follows. A nearshore surface spill was simu-

lated just south of Mobile Bay, Alabama, in the GOM using the GNOME oil

spill model (Beegle-Krause, 2001). The spill lasted 48 hours and over that

time released 50,000 bbl of oil into the environment. It took 72 hours for all

the oil from the spill to beach, with much of it making its way into the Bay.

Staging area locations were obtained from the Florida Department of Fish

and Wildlife (FWC, 2017) and each was given a prespecified length of boom

which was randomly generated to be between 500 and 3000 ft. For this anal-

ysis, costs were monetized. Each vessel was assumed to cost $250 per hour

to operate plus an additional $28 per foot of boom deployed (Etkin, 2004,

2009).

The oil spill parcels were tracked over the duration of the simulated

period. The time of first beaching and final amount of oil was recorded for

each grid cell in the impact grid. Total impacts were calculated using this

information in the general equation for impacts detailed in Section 8.4.1

(Fig. 8.10). Another important attribute recorded for each grid cell was the

total length of shoreline contained within a that grid cell. This value was

used to determine the length of boom required to protect the sensitive shore-

line within each of the affected grid cells. EBAM utilized this information,

along with the staging location data, to determine boom deployment

prioritization.

The results of this analysis illustrate several important points. First, given

the known locations of equipment and how much equipment (vessels, length

of boom) is located at each staging area, the model illustrates how much

boom is necessary to completely protect sensitive coastal sites. Second, the

results of this analysis identify where and in what order the response

resources should be deployed in the most optimal way. The most sensitive

and/or highly impacted areas will be prioritized, followed by less sensitive/

lower impact areas. In other words, extra equipment will not be sent to some

areas at the expense of not protecting more sensitive areas elsewhere. This

can aid in avoiding costly mistakes. Third, response coordinators can deter-

mine where resources are coming from and then identify the locations where
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there are resource inadequacies. That is, at some locations, in the event of a

spill, the allocation of resources would not be sufficient to ensure that the

sensitive receptors are protected in a timely manner. The locations where

this might occur can be identified by EBAM.

Figs. 8.11 and 8.12 show the EBAM output in terms of the length of

boom coming from each of the staging areas and which grid cell they are

dispatched to. The thickness of the line indicates how much boom was

required from each staging area. Thin lines indicate smaller amounts and

thick lines indicate larger amounts. The staging area at the southernmost

FIGURE 8.10 The staging locations and the impact grid used to inform the EBAM model.

Equipment is sent from the staging areas to the areas that are predicted to have the highest

impacts first, followed by the other locations in an optimal allocation with time. EBAM,

Exclusion Boom Allocation Model.
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portion of Mobile Bay, just to the east of the inlet is a good example of what

having insufficient resources at a location in proximity to the spill means for

response. The lines emanating from that staging area are thin, indicating that

the length of boom available is small. As a result, it is not able to completely

cover the impacted areas in the proximal grid cells. To completely cover

those area, boom must be transported from staging areas further north

(shown by the thick lines) which is costlier from both an economic and time

standpoint.

FIGURE 8.11 The results of the EBAM model indicating where booms need to come from to

be most optimal while also ensuring that there are enough booms to protect the length of the

shoreline within each grid cell. Line thickness indicates more boom being transported to the grid

cell. This result is the most aggressive response where the goal is to achieve the highest reduc-

tion in impacts, no matter the cost. EBAM, Exclusion Boom Allocation Model.
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Fig. 8.13 shows the trade-off curve from the EBAM set of solutions.

Several response options corresponding to Figs. 8.11 and 8.12 are indicated.

At the left-most point on the graph is the aggressive response option

(Fig. 8.11). The optimal allocation of booms (determined by a random mix

of equipment at staging areas) is deployed to the spill without any restric-

tions, resulting in the fewest impacts but the highest associated response

cost. On the low end of the graph is benign neglect—no equipment is dis-

patched to the spill. The response cost is obviously the lowest (free!), but

impacts are the highest. In the middle is a balanced approach where the

FIGURE 8.12 EBAM results for a balanced response between shoreline protection and costs to

deploy the booms. Much fewer staging areas are needed to achieve the desired protection level.

EBAM, Exclusion Boom Allocation Model.
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responders allowed for a certain degree of impact to reduce the response cost

(Fig. 8.12). As you may have already noticed, there are no response options

with no impact. There is simply not enough time or resources to respond fast

enough and to cover all the sensitive assets before oil makes landfall. This

could possibly change with different oil spill simulations and different sets

of equipment allocations. Luckily, one of the benefits of EBAM is the ability

to model these variations to get a better sense of how to best allocate

resources under many different types of constraints and spill scenarios.

With the geospatial intelligence provided by EBAM, responders are able

to visualize and weigh the trade-offs between cost and impact. As mentioned

previously, they are also able to identify the best-case and worst-case scenar-

ios and determine what that means with respect to where and how resources

are/should be allocated. Armed with this information, responders can take

preemptive action by allocating their resources to the locations where mod-

eled oil spills frequently impact, or they can model the oil spill in real time

to help making operational response decisions.

8.5 Future work and knowledge gaps

The continued reliance on fossil energy means that exploration and produc-

tion will also continue. This goes hand in hand with the increasing volumes

of dangerous and toxic substances being routinely shipped around the globe.

FIGURE 8.13 Trade-off curve for the EBAM model. The points indicated on the line corre-

spond to different response options. Each option is a trade-off between the level of protection

(total environmental impact) and the cost to deploy the booms. Choosing different combinations

of impacts and costs along this line will provide optimal solutions. EBAM, Exclusion Boom

Allocation Model.
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To respond to these challenges, a great deal of work has been done within

pollutant spill impact, risk, and response analysis (Nelson and Grubesic,

2020). This chapter has provided an overview of each, although it is not

exhaustive. Great strides have been taken to improve algorithms and models,

while data collection efforts have vastly enhanced our ability to represent

vulnerable shorelines (Nelson and Grubesic, 2018a). As advances continue to

be made on the methodological front, computational capabilities continue to

increase. Faster computers that can handle huge data sets and run models at

lightning speed are on the rise. This is highly advantageous due to the nature

of particle-based spill models. With the ability to simulate hundreds of thou-

sands of spills at once, the ability to develop probability curves for enhanced

risk estimations increases. With that comes a better understanding of where

the most likely impacts will occur across space and time. The behavior of

the spill as well as the vulnerability and sensitivity of open ocean and coastal

assets will likely change with the seasons. Understanding these variations

will come from massive simulation efforts directed at modeling ambient con-

ditions, seasonality, and, where applicable, the detailed geography and topog-

raphy of the coastal environments.

In a related vein, response operations will be increasingly aware of how

to respond to spills at different locations and at different times of year.

Building a broad knowledge base can support changes in response resource

stockpiles for different times of the year. Evaluating where a spill could

occur and ensuring that there are enough response resources at the most vul-

nerable locations given the predicted movement and landfall of a spill for

that location can be obtained through the models that were detailed above.

Continued refinement of these models in varied locations helps to reduce the

risk of deleterious effects and enhances our ability to respond effectively in

the event of another spill.
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9.1 Why marine hydrocarbon spills are a problem?

Marine pollution is a major problem for humanity as a whole because of the

great influence that the sea has on life on Earth. Within marine pollution,

hydrocarbon spills occupy a preeminent place due to its peculiar characteris-

tics. Society all around the world is nowadays linked to a high consumption

of hydrocarbons and to the remoteness of the places of production of hydro-

carbons from those of greater consumption, so incidental spills may not be

ruled out. These incidents, which may represent a small percentage of the

total amount of oil that reaches the oceans, are nevertheless very serious

because they impact local ecosystems and environment in a wider sense.

Good information on oil tanker accidents that caused oil spills and their pos-

sible treatment can be obtained from the International Tanker Owners

Pollution Federation Limited (ITOPF) (Bergueiro, Moreno, Martı́, & Dı́az,

2011a; Bergueiro, Moreno, Martı́, & Dı́az, 2011b; Bergueiro, Moreno, Martı́,

& Dı́az, 2011c; ITOPF, 2020).
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To minimize any spill impacts, it is necessary to follow a series of guide-

lines and practical steps. A pathway for such actions must first consider

everything concerning the containment operations by means of barriers,

fences, and interceptors, to prevent the continuous spread of hydrocarbons.

Next, everything related to the process of hydrocarbon spreading must be

considered using numerical simulation models. These models must take into

account the effects of winds, currents, and waves; changes of the physical

properties of the spilled hydrocarbon, including the evaporated, dispersed,

and emulsified quantities; the quantities of hydrocarbons deposited on the

coast; and hydrocarbons that remain in the water column and on the sea sur-

face. Then, everything related to the recovery of the hydrocarbons (e.g., by

means of skimmers and adsorbents) and the possible treatment with disper-

sants, as well as assessments of biodegradation of the hydrocarbons must be

dealt with. Elimination of hydrocarbons by burning should also be addressed,

although it is a technique that is not usually highly recommended. Finally,

the recovery of the hydrocarbons that have impacted the coast must be con-

sidered, then their storage, and lastly their treatment/reuse/disposal.

All these actions must be coordinated by means of a spill response and/or

contingency plan, identifying the resources destined to efficiently combat the

effects of a spill. The plan must be developed to address an emergency situa-

tion and to identify required actions and possible solutions, because to be

effective in the event of a spill, the decisions must be made quickly.

The objectives of the contingency plan are to establish a procedure that indi-

cates the actions to be followed in the face of certain risks, so the impacts of a

can be mitigated. The use of resources must be optimized, and adequate controls

must be implemented to comply with the legislation, policies, and procedures.

The first hypothesis of a contingency plan is that no two oil spills are

exactly the same. The second is that the treatment of the same oil spill at the

beginning and at the end of the incident can be very different. The third

hypothesis is that each oil spill should serve to validate the simulation of the

oil spill models. In the absence of incidental spills, the emergency drills may

be used to validate the simulation models and it is necessary to carry out at

least 10 drills for achieving satisfactory training results. Another important

principle is that a small error can be managed, a failure is a risk, and there

should not be more failures than those that are unavoidable. It must be

remembered that all improvisation is a risk, so all interventions must always

be planned and nothing should ever be improvised. It is then essential to

anticipate what may happen in an emergency, based on the most accurate

information of potential incidents and their foreseeable developments. An

analytical process may be followed:

1. Identification of marine hazards according to their typology, as well as

the nature and quantity of polluting substances that could be involved in

an incident
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2. Modeling of oil spill trajectory taking into account the wind, sea currents,

waves, bathymetry, shoreline of the area, and physical�chemical charac-

teristics of the spilled substances

3. Estimation of the probability of incident occurrence

4. Evaluation of the environmental consequences and impacts of the spill

5. Risk characterization based on the assessment of incident probability and

consequences.

Once the different risks have been identified and evaluated, the next step is to

assess whether there are sufficient human and material resources available in the

area to quickly, efficiently, and safely control such risks. To this end, the availabil-

ity and capacity of the following means of combating marine pollution should be

assessed:

1. Human factor in risk awareness and training for management, coordina-

tion, intervention, and assistance in an emergency situation

2. Material resources for the intervention and personal protective equipment

3. Alert and communication systems

4. Resources and centers to control and coordinate the emergency situation

and engaged resources.

With respect to the organization facing an emergency, the Operational

Plan to Combat Accidental Marine Pollution must establish an organizational

structure that guarantees the provision of services and completion of recov-

ery missions. This structure must have the following sections:

1. Direction and coordination of all actions and mobilized resources

2. Direct onsite intervention

3. Health care and evacuation of affected personnel

4. Onsite environmental management

5. Logistical support to guarantee the supply of materials and equipment

and the operation of essential services during the emergency

6. Relations and coordination with stakeholders, such as authorities, media,

and public

7. Management of maritime and terrestrial traffic.

The following information must be provided to safely and efficiently con-

trol each type of accident:

1. Risks associated with the emergency.

2. Personal protection equipment and necessary means of intervention.

3. Precise instructions for communication, risk control, and minimization of

consequences for people and environment.

4. Main effects derived from the risk and recommendations for the applica-

tion of first aid, tending to minimize the consequences in case of expo-

sure of the personnel involved in the interventions.

5. Health and Safety Plan for the personnel involved in the actions.

6. Outside notification criteria and request for assistance.
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Such management can be carried out by the means of SONIA (Operational

System of Notification of Environmental Impacts) and SIROCO (Island

Systems of Response and Operations to Ocean Pollutants) models, implemen-

ted in Spain and described in more detail below.

9.1.1 SONIA model

The SONIA model (El Modelo SONIA, 2009) is an integrated system of

numerical simulation models formed by several modules that can work in an

integrated or independent manner. When they are used in an integrated man-

ner, they provide an exhaustive knowledge of the evolution of an oil spill at

sea and of the oil-aging processes. The integrated system allows to choose the

most suitable measures to minimize the impact of hydrocarbons on the coast

and the environment in general, including the health and safety of all person-

nel involved in the contingency measures and in the cleaning and restoration

of all coastal environments affected by the incident. The system connects to

databases on hydrocarbon volatility, toxicity, and explosiveness, on types of

booms for the containment, their form of deployment, and anchorage. It also

has access to information on skimmers and other recovery systems, on disper-

sants, and on their application conditions and limitations to their use. The

model addresses everything related to the elimination of hydrocarbons spilled

on the sea surface through burning techniques. The model deals with all

aspects related to the vulnerability, resilience, and induced recovery of coastal

environments that have been affected by hydrocarbons. The model can access

data concerning the coastal environments of the Balearic Islands and the fauna

of these islands, which are susceptible to being affected by spills.

9.1.2 SIROCO model

The objective of the SIROCO model (Calvilla-Quintero J.M., 2008) is a set

of management tools to effectively and efficiently manage any aspect of a

hydrocarbon spill in the marine environment adapted to the coastal environ-

ment of the Canary Islands (Fig. 9.1).

The SIROCO model is based on oceanographic, meteorological, and GIS

(Geographic Information System) databases and allows reproduction and interpreta-

tion of the behavior and trajectory of spilled oils. This integral system can be used

operationally in emergencies, to plan the response to an oil spill at sea, and in pre-

paratory emergency drills. It provides support in training the emergency response

personnel who are involved in coastal cleanup and remediation/restoration tasks.

9.2 Response times

Whenever there is an oil spill at sea, the first part of a contingency plan

must address the response time to collect onsite information, the time needed
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for the rescue of anybody affected, and the time to mount a response cam-

paign. These tasks can be addressed using the TIMES (Model for calculating

response times) model (Martı́ Moreno, 2008). As inputs, this model needs

information on the spill location, time, distances from the spill to the

response resources, and on the number of people to be rescued, in case there

are any. After the spill coordinates are provided, the model indicates the site

on the Balearic Islands where the closest response resources are located and

the type of resources available there.

The output of the model gives the times needed to access the spill site by a

plane or a helicopter. Then the model estimates the time needed to rescue any

affected people using a helicopter or a tugboat and calculates the time needed

for the transport of the response gear. Lastly, the model calculates the costs of

the resources (plane, helicopter, tug) that can be used. The model also shows

the notification procedure recommended by the International Maritime

Organization (IMO) according to the resolution A.648 (ITOPF, 2011a, 2011b,

2011c). This resolution aims to harmonize the different notification systems

and shows the general principles to which the notification systems and require-

ments for ships should conform, including guidelines for reporting events

involving dangerous goods (IMO, 1999). An example of this type of notifica-

tion procedure can be found in the figure of the POLREP (Pollution Reporting

System) (REMPEC, 2020).

The POLREP consists of three reports, the POLWARN (Pollution

Warning), the POLINF (POLlution INFormation), and the POLFAC

(POLlution FACilities).

Part I or POLWARN gives the information or warning of the pollution or

the threat. It is made up of five sections: date and time, position, incident,

outflow, and acknowledge.

Part II or POLINF gives detailed supplementary report, as well as situa-

tion reports. It is made up of 15 sections: date and time, position,

FIGURE 9.1 SIROCO model interface.
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characteristics of pollution, source and cause of pollution, wind direction and

speed, current or tide, sea state and visibility, drift of pollution, forecast,

identity of observer and ships on scene, action taken, photographs or sam-

ples, names of other states informed, spare, and acknowledge.

Part III or POLFAC is used for requesting assistance from other

Contracting Parties and for defining operational matters related to the assis-

tance. It is made up of 10 sections: date and time, request for assistance,

cost, prearrangements for the delivery, assistance to where and how, other

states requested, change of command, exchange of information, spare, and

acknowledge.

9.3 Spreading of spilled oil

Immediately after a petroleum substance is spilled on the water surface, the

spreading begins. In the first stage, spreading is governed by the gradient of

the difference in density between the water and the spilled hydrocarbons,

reducing the importance of this effect as the hydrocarbon film becomes thin-

ner. The forces that oppose the spreading at this time are those due to the

inertia of the system, or inertia of the hydrocarbon layer, which decreases as

it becomes thinner. This stage is known as the “Gravitational-inertial” stage.

When the inertia of the hydrocarbon layer becomes very small, there are still

other forces that retard the spreading; its friction on the water surface is

related to the viscosity, which increases with time. These friction�viscosity

forces oppose the gravitational force and correspond to the second stage,

called “gravitational-viscous.” In addition, at the edge of the hydrocarbon

film, there is an imbalance between the air�hydrocarbon, air�water, and

water�hydrocarbon interfacial tensions, expressed by the spreading coeffi-

cient. When the gravitational effect decreases, these uncompensated surface

tensions become the driving force of spreading, which oppose the fric-

tion�viscosity forces. This is the third stage, called “viscosity-strains.”

Finally, depending only on the volume of hydrocarbons spilled, there is the

fourth stage called “maximum area.” For more detail, see Bergueiro and

Domı́nguez (2001).

By means of the proposed AREAS (Model for calculating oil spill

spreading areas) model (Martı́ Moreno, 2008), the values of the four spread-

ing areas and their respective times can be assessed. The input parameters to

the AREAS model are the following:
ρ0 Oil density, kg/m3

ρw Seawater density, kg/m3

g Gravitational acceleration, m/s2

V Volume of hydrocarbons spilled, m3

υ Kinematic viscosity, m2/s

σ Coefficient of oil spreading in seawater, mN/m

t time, s
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The output parameters of the AREAS model are:

1. Areas of each of the four stages: gravitational-inertial, gravitational-

viscous, viscous stresses, and maximum area

2. Time to achieve them

9.4 Evaporation of crude oil and derivatives

When a crude oil or a derivative product is spilled, the first process that takes place

is evaporation, which begins at the same time as the spill and ends when all the

volatile fractions have evaporated. The evaporation process of these hydrocarbon

mixtures takes place through a complex process of matter and energy transfer. This

transfer occurs first in the liquid phase, then through the interface, and finally in the

gas phase. Complete and detailed information on the evaporation of crude oil and

derivative mixtures can be obtained from the works of Bergueiro and Domı́nguez

(1996, 2001). The management of the evaporation processes of crude oil and

derived products can be carried out through the AVE (Assessment of Velocity of

Evaporation) model (Mart́ı Moreno, 2008). Through the application of this model,

the equations of the evaporation curves of crude oil and derived products, spilled

on the water surface and on beaches of different granulometries, for different air

and water temperatures and wind conditions can be obtained. The equations of the

evaporation curves of 464 crude oil and derived products can be obtained from the

Environment Canada, Environmental Science and Technology Centre (Environment

Canada, 2008) and from the work of Jokuty et al. (1996), among others.

The experimental data on evaporation rate as a function of time, for a

specific temperature and wind speed, can be approximated by a number of

expressions, although the most usual is of the type:

Fm5 aLnð11 b�tÞ ð9:1Þ
where Fm is mass evaporated fraction (%), t is elapsed time (min), and a

and b are adjustment parameters from experimental data.

Likewise, for a given air speed, the evaporated fraction can be correlated

with temperature and time by means of equation (Bergueiro et al., 2011a)

from Environment Canada (Environment Canada, 2008).

Fv %ð Þ5 ða1 b � TÞLnt ð9:2Þ
where Fv is evaporated fraction (%), T is temperature (�C), t is time (min),

and a and b are adjustment parameters.

9.5 Containment by barriers, fences, and interceptors

Since an oil spill at sea occurs, the main actions that need to be taken must

be aimed at preventing the mass of oil from spreading, followed by recover-

ing most of the spilled oil. Containment systems are used to prevent the
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spreading of spilled oil. The term “spill containment” includes all those

actions that avoid the extension and confine the spill to the smallest possible

area. Sometimes the term containment is linked to the protection of a spe-

cific place or area, vulnerable sites and valuable infrastructure, such as water

intake for desalination plant, fish farm, popular beach, etc.

9.5.1 Floating barriers/booms: elements, efficiency

A floating barrier/boom is a mechanical device designed to be deployed on

the sea surface to surround a mass of spilled hydrocarbon. It must have high

flexibility to be deployed, retrieved, and stored on reels. The basic elements

of a containment barrier are the skirt, the freeboard, the ballast, the linkage

or connection elements, and the tension or longitudinal traction elements

(Fig. 9.2).

The functions of the boom components are as follows: (1) function of the

freeboard is to prevent hydrocarbons from passing over the barrier, (2) func-

tion of the skirt (subsurface) is to prevent hydrocarbons from passing under

the barrier, (3) function of the float (air, foam, or other floating material) is

to prevent the barrier from sinking, (4) function of the longitudinal tension

member is to resist the force of winds, waves, and currents, and (5) function

of the ballast is to keep the barrier vertical.

The main characteristics of a hydrocarbon containment barrier should

meet the following criteria:

1. Adapt to the movements of the water surface.

2. Block surface currents, but not waves.

3. Avoid leaks, above the freeboard and below the skirt with winds of

20 m/s, currents of 1 m/s, and waves of 3 m.

4. Resist drying out.

5. Resist torsional forces.

6. Resist the action of hydrocarbons.

FIGURE 9.2 Elements of a hydrocarbon containment barrier/boom.
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7. Resist the effect of high temperatures and ultraviolet rays.

8. Resist abrasion and the action of floating debris.

9. Be easy and safe to manipulate.

10. Be modular and expandable in length.

11. Need little logistical support.

12. Occupy a reduced storage volume.

13. Require little maintenance and long service life.

Three types of barriers/boom can be distinguished, depending on where

they are to be used: coast, open sea, and rivers and canals.

The effectiveness of floating barriers/booms against some environmental

variables is shown in Table 9.1. Where the term “Value” shows the ranges

where the containment barriers have a normal behavior and the term

“Maximum resistance” refers to the intervals that, if surpassed, the barriers/

booms would be no longer effective.

Sometimes it is possible to resort to the containment of spills by means

of improvised barriers/booms and fences, by means of adsorbent barriers, by

means of chemical barriers, and by means of bubble barriers. When the

spilled hydrocarbons are highly aged, and therefore of very high viscosity,

their containment and recovery can be carried out by means of net barriers.

9.5.2 Bubble barriers

When the amount of hydrocarbons spilled is small and when it is necessary

to protect ports or docks from the arrival of an oil slick without interfering

with the maritime traffic, air bubble barriers, also known as pneumatic bar-

riers, can be used. These barriers are a curtain of air bubbles produced by a

perforated conductor submerged under the surface of the spill. This curtain

of air bubbles, when it reaches the surface, prevents the hydrocarbons from

continuing to spread (Fig. 9.3).

TABLE 9.1 Effectiveness of floating barriers/booms against some

environmental variables.

Environmental variable Value Maximum resistance

Currents (m/s) 0.25�0.80 2.0�3.1

Winds (m/s) ,10 10�20

Waves (m/s) 0.3�1.8 2.5�4.5

Temperature (�C) 240 to 60
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9.5.3 Adsorbent barriers

It is a barrier that is useful for both containment and recovery of hydrocar-

bons. Generally, these barriers are made of a rigid material covered with

another adsorbent material, or of an adsorbent material strong enough to

withstand the mechanical loads and stresses. It must have a flotation element

to avoid sinking when the adsorbent material is saturated with oil. Such bar-

riers are typically used when the hydrocarbon layer is very thin; otherwise

the adsorbent material will quickly become saturated, which results in

reduced recovery efficiency. Fig. 9.4 shows this type of barrier.

9.5.4 Net barrier

To contain and recover highly aged tarballs a net barrier can be used, as

shown in Fig. 9.5.

9.5.5 Chemical barriers

These barriers do not exist physically as such but are formed “in situ” by the

addition of a series of chemical compounds to the slick front. Their mission

is to modify the surface tension and viscosity of the spilled oil. As a conse-

quence, the spreading of spilled oil is inhibited. When these chemicals are

spread on the surface of the water near the spilled oil, the oil is pushed back

because the added chemical has a higher spreading coefficient than the float-

ing hydrocarbons. In practice, these chemicals are applied by spraying from

a boat or helicopter so that the spilled hydrocarbons are surrounded and con-

centrated in a thicker phase or layer, which is easier to recover. Its effect

lasts only a few hours, so the recovery of the hydrocarbons must be done

immediately after the application. This type of barrier is not very effective

with very viscous crude oil, in very cold waters, and in areas where wind,

currents, or wave action are intensive.

FIGURE 9.3 Air bubble barrier. From Hydrotechnik Lübeck GMBH-Nauticexpo (2021).
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9.5.6 Example configurations of containment barriers/booms

Fig. 9.6 shows the configuration of a barrier/booms, including its curvature.

The barriers/booms can be deployed in a V, U, or J shape, as shown in

Fig. 9.7.

The main tasks for which a barrier/boom can be used are:

1. Concentration and containment of hydrocarbons.

2. Deviation of hydrocarbons.

3. Coast protection.

Fig. 9.8 shows various configurations of barriers/booms, fences, and

interceptors, deployed at sea and in a channel.

FIGURE 9.4 Adsorbent barriers used to contain a spill. From (A) Haléco-Haladjian and (B)

CONTEROL Seguridad y Medio Ambiente S.L.U.

FIGURE 9.5 Net barriers to contain very viscous hydrocarbons.
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Before deploying a containment fence, it is necessary to do the

following:

1. Select the trained or skilled personnel to act in the operations of con-

tainment and recovery of the spill.

2. Select the priority areas where the available barriers can be used with

maximum efficiency.

FIGURE 9.6 Configuration of a barrier/booms to contain hydrocarbons.

FIGURE 9.7 Deployment of a hydrocarbon containment barrier/booms in a V, U, or J shape.

From http://www.cethus.org/mar_limpio/conservacion_s1.html.
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3. Decide if it is possible to protect these areas with barriers and whether

the barriers should be towed or moored.

4. Obtain information on winds, waves, currents, and tides at the time of

deployment of the barriers and during the processes of containment and

recovery of hydrocarbons, as well as recovery of the barriers itself.

5. Calculate the length of the necessary barriers/booms, including their

curvature, once the length of the areas to be protected is known.

6. Calculate the cost of the barriers and the reels needed to store them.

7. Calculate the lengths of the anchor and buoy lines.

FIGURE 9.8 Different configurations of barriers/booms, fences, and interceptors, deployed at

sea and in a channel.
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8. If it is necessary to use a double barrier, calculate the separation dis-

tance between the two.

9. In the case of a ship that has caused the spill, calculate the length of the

barrier necessary to surround the ship and prevent the displacement of

the oil.

10. In the case of using skimmers, calculate the length of the barrier needed

to surround each skimmer.

11. If the spill occurs in a river or channel, calculate the length of the bar-

rier to carry out the detour of hydrocarbons to areas where recovery is

possible.

12. Calculate the barrier length needed to contain a spill in a port, knowing

the width of the port and the speed of the current.

13. Calculate the efficiency of each of the barriers as a function of the

wavelength of the waves.

14. Depending on the wind speed, waves, and current, assess the possible

damage to the barriers.

15. Calculate the forces that winds, waves, and currents exert on the skirt

and freeboard of the barriers.

16. Based on the above data and once the possible damage that the barriers

may suffer has been assessed, select the most appropriate ones.

17. Analyze the reliability, ease, and speed of deployment of the selected

barriers and their recovery, repair, and subsequent storage.

18. Analyze all the logistics for the transfer of the barriers to the selected

areas, their deployment from land, their deployment at sea, by means of

boats and any other operation that is necessary while the operations of

containment and recovery of the hydrocarbons last.

19. Know in advance all the limitations that the barriers may have.

Most of these calculations can be done with the ALFONSO (Oil spill

boom model) model (Martı́ Moreno, 2008). The input and output parameters

of the ALFONSO model are shown in Tables 9.2 and 9.3.

All aspects concerning the use of barriers in response to oil pollution can

be obtained from the ITOPF (2011a, 2011b, 2011c).

The selection of a barrier can be done using a matrix shown in Table 9.4.

The effectiveness of a barrier depends on the nature of the spilled petro-

leum, the way they reach the coast, and the types of places they reach as

shown in Table 9.5.

9.6 Recovery by skimmers

Once a spill is contained, the spilled substance may be recovered by means

of skimmers and adsorbent materials (ITOPF, 2012a, 2012b). A skimmer is a

mechanical device through which hydrocarbons can be recovered from the

water surface. To have a good performance in the recovery of hydrocarbons,
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it is necessary to account for the viscosity of the spilled mixture, its power

of adhesion, and variation with time due to the aging processes. The possibil-

ity of using several skimmers throughout the recovery process should be

considered.

Depending on the procedure and the material used to recover the hydro-

carbons from the sea surface, the skimmers are of two types: with oleophilic

and nonoleophilic components. Among the former, there are the disk, oleo-

philic rope, drum, brush, and belt skimmers. Among the latter, there are the

suction, the dump, the belt, and the drum skimmers.

To select a good skimmer several aspects must be considered:

1. Quantity and type of hydrocarbons spilled.

2. Physical properties of the hydrocarbons to be recovered, at the time of

the spill and its variation as they age.

3. Recovery rate of the different types of skimmers.

TABLE 9.2 Input and output parameters of ALFONSO model.

Input parameters to the model

Data on the area affected
by hydrocarbons

Environmental data Barrier data

Width of the area to be
protected (m)

Current
velocity (m/
s)

Wind
speed
(m/s)

Skirt height
(m)

Freeboard
height (m)

45 0.1 8 0.5 0.5

Output parameters to the model

Required barrier length
(m)

Barrier angle of
inclination
(degrees)

Force exerted by the current and
wind on the barrier skirt and
freeboard (N)

56 30 1.451

Possible wind damage to the barrier Possible damage caused by the
current on the barrier

No damage No damage

Barrier and reel costs

Cost of the barrier (h) Cost of the reel (h)

Maximum Minimum 30.000

28.000 16.800

Separation distance between two containment barriers

1.1 m
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4. Sea state during the recovery.

5. Presence of floating debris (number of objects and dimensions) and need

for accessories for the proper functioning of each of the skimmers.

When using skimmers, it is also necessary to take into account the containers

for the temporary storage of the recovered hydrocarbon and water mixtures.

These containers must allow the separation of the hydrocarbons from the water,

by means of a simple decantation process. When the spill is not in the vicinity

of the coast, there may be problems with the storage of the recovered mixtures;

inflatable containers or barges can be used for the temporary storage. In all

cases, it is necessary to have the systems for discharging the mixtures into the

land containers. The hydrocarbons recovered and separated from water do not

usually present additional problems, whereas water can present legal problems

when it is returned to the sea, as it is never totally free of hydrocarbons.

TABLE 9.3 Other input and output parameters of the ALFONSO model.

Input parameters Output parameters

Calculation of the length of a barrier surrounding a leaking oil tanker

Length of boat (m): 80 Required barrier length (m): 262.50

Beam of the boat (m): 25

Calculation of the barrier length required to contain a spill in a port

Width of the port (m): 200 Required barrier length (m): 201.50

Current velocity (m): 1

Calculation of the barrier length required to surround a skimmer (m)

Number of skimmers: 1 Required barrier length (m): 600

Calculation of the barrier length required to contain or divert a spill in a river or
channel

Width of the river or channel (m): 50 Required barrier length (m): 200

Efficiency of a barrier as a function of the wavelength of the waves

Wavelength (m): 1 The effectiveness of the barrier is good

Possible damage caused by the sea current in a barrier

Current speed (km/h): 1 No damage to the barrier

Possible wind damage to a barrier

Wind speed (km/h) From 0 to 19 No damage to the barrier

From 20 to 36 Small damage to the barrier

From 37 onward Great damage to the barrier
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TABLE 9.4 Matrix for the selection of a barrier.

Key Type of barrier

1. Well2. Regular3. Poor With internal
foam float

Self-inflating With external
extension element

Inflatable Fence

Environmental
conditions

Offshore with
wasteA0. 1 mV, 1 knot

2 2 1 1 3

PortA0, 1 mV, 1 knot 1 1 1 2 2

Calm watersA0, 30 cmV, 1 knot 1 1 1 2 1

Troubled watersV. 1 knot 2 3 2 1 3

Surface waterP, 30 cm 1 2 2 3 4

Functional
characteristics

Waste behavior 1 3 2 3 2

Excessive buoyancy 2 1 1 2 3

Response to waves 2 2 1 1 3

Solidity 2 3 1 1 1

Operational
characteristics

Ease of use 2 1 2 3 2

Ease of cleaning 1 1 1 3 1

Ease of recovery 3 1 1 2 3

Cost/m: I, Low; II, Medium; III, High I III II III II

A denotes wave height (m); V, current speed at the surface (knots), and P depth of the water layer (cm).



9.6.1 SIRA (Skimmer effectiveness model) model

By means of the SIRA model (Martı́ Moreno, 2008), it is possible to assess

skimmer effectiveness for recovery of spilled hydrocarbons. The SIRA

model classifies skimmers into two groups and only covers the first one.

This first group is related to the skimmers used to recover hydrocarbons

spilled on or near the coast. The second one corresponds to skimmers that

are used to recover large quantities of oil that are spilled in the open areas

not limited by coasts. With respect to the skimmers of the first group, the

model allows access to a database of 208 skimmers. For each skimmer, this

database shows its commercial name, its photography, the hydrocarbon

recovery flow, the type of device used for the recovery of the same ones and

the supplying house. The skimmers have been classified according to the

device they use for the recovery of hydrocarbons. Table 9.6 shows the input

and output parameters of the SIRA model.

TABLE 9.5 Effectiveness of a barrier depending on the nature of the

hydrocarbons, the way in which they arrive, and the types of places they

reach.

Type of barrier

according to its

place of use

Nature of hydrocarbons Medium or large viscosity Simple Oceanic

Very high viscosity Yes Yes

Reverse emulsions Yes Yes

Hydrocarbons with residues Yes Yes

High dirt waste Yes Yes

Dispersions Yes Yes

How the hydrocarbons arrive Massive Yes Yes

Diffuse Yes Yes

In very thin films Yes Yes

Types of places where
hydrocarbons arrive

Sand (. 30 m) Yes Yes

Water (height, 50 cm) Yes Yes

Rocky areas No Yes

Wave zones No No

306 Marine Hydrocarbon Spill Assessments



9.7 Treatment of hydrocarbons with adsorbent materials

9.7.1 Adsorption and absorption

Absorption is a physical phenomenon in which one or more components of a

gaseous mixture diffuse into a liquid. It does not involve chemical changes, so

the process is reversible. Adsorption is a physical phenomenon, where one or

more compounds (adsorbates) come into contact with a solid (adsorbent) adher-

ing to the surface of the same through a physical force, which is known as the

London dispersion force (ITOPF, 2014a, 2014b, 2014c, 2014d). This process

does not involve an exchange of electrons, which makes it reversible. In some

cases, there may be chemisorptions, which implies modifications in the chemical

structure of the adsorbent and adsorbate, so the process is irreversible.

9.7.2 Characteristics of the adsorbents

The main characteristics that a good hydrocarbon adsorbent must have are

the following:

1. High adsorbent power.

2. Minimum toxicity to the environment.

TABLE 9.6 Input and output parameters of the SIRA model.

Input and output parameters of the SIRA model

Input
parameters

Volume of hydrocarbon spilled (m3)

Type of skimmers available

Number of available skimmers

Hydrocarbon�water separator available

Output
parameters

Estimated time for the recovery of the sea surface from the
hydrocarbon�water mixture

Total volume of hydrocarbons and water recovered

Volume of hydrocarbons separated in the decanter

Separate water volume in the decanter

Volume of hydrocarbons not recovered from the sea surface

Best skimmer in the database

Best hydrocarbon�water separator in the database

Total time savings in the performance of the best skimmers and
decanters in the database with respect to those that have been used.

Estimated costs
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3. Safe to use.

4. Minimal cost.

5. Easy to apply.

6. Easy to recover.

7. Unalterable during long periods of storage.

8. Easy desorption of the retained hydrocarbons.

9. Tested by an accredited company.

10. Environmentally friendly.

9.7.3 Adsorbent materials

Some adsorbent materials of natural origin are the peat, the sawdust, the

cork, and the straw. Some inorganic adsorbents are vermiculite, pumice,

polypropylene, and other polymers.

There are various ways in which the different adsorbents are commercial-

ized. Some of them are in the form of loose material, particles, enclosed in a

net in the shape of a pillow, cushions, socks, sausages or barriers, leaves,

mats, cloths, rolls or mats, and as loose fibers.

Some hydrophobic adsorbent materials have been tested by CEDRE

(Centre de documentation, de recherche et d’expérimentations sur les pollu-

tions accidentelles des eaux) according to the standard norm to determine the

adsorbent power of a product (NFT 90�360), using Light Arabian crude oil

(heated to 110�C and viscosity 42�45 cP at 20�C) to recover hydrocarbons

spilled both at sea and in inland waters (CEDRE, 2020a, 2020b).

Adsorbent Type A (bulk and in “spaghetti”). The adsorbents were tested

taking into account the adsorption capacity, which allows a comparison of

the performances of the different tested adsorbents, and the nature of the

adsorbent because it is an essential element to define the conditions of stor-

age and disposal of the product, such as incineration. Only the products that

meet the following criteria are listed:

1. Adsorbent capacity. Adsorbent capacity in weight greater than 5 or, in

volume, greater than 0.5 (calculated according to the apparent density of

the product).

2. Hydrophobia. Water retention capacity/hydrocarbon retention capacity

equal to or less than 0.25.

3. Stability. The product must remain stable to maintain its properties.

The criteria for determining the adsorbent power were based on economic

data, the theoretical price per treated liter, and combining the retention

capacity in weight (adsorbent capacity) with the price of the adsorbent.

Adsorbent Type B and C (sheets, rolls, and blankets). The criteria fol-

lowed for their study were the same as those used for type A adsorbents.

Adsorbent Type D and E (pillows, socks, and feathers).

Type G (special products).
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1. Adsorbent capacity. Adsorbent capacity in weight greater than 10.

2. Hydrophobia. Water retention capacity/hydrocarbon retention capacity

equal to or less than 0.25

3. Stability. The product must remain stable to maintain its properties.

9.7.4 Spraying of adsorbents on a spill

By means of the ROSA (Oil spill adsorbents model) model (Martı́ Moreno,

2008), a series of calculations can be made on the spraying of adsorbents on

spilled crude oil. The ROSA model is a management tool made up with a

series of folders in which the following information is stored:

1. Theoretical concepts concerning adsorbents.

2. Considerations when using adsorbents.

3. Types of adsorbents and their main characteristics.

4. Specifications of a good adsorbent.

5. Adaptation of adsorbents for different types of environments contami-

nated by hydrocarbons.

6. Distribution of adsorbents on hydrocarbons:

a. Manual distribution.

b. Distribution with spray guns. Cannon spraying rate: 200,Q, 500,

L/min.

7. Experimental procedures to calculate the adsorbent power of a product

8. Criteria to be followed for the evaluation of adsorbents:

a. Adsorption capacity in weight and volume.

b. Hydrophobic power of the adsorbent.

c. Ease to recover the adsorbent from the sea surface.

d. Ease of desorption of the hydrocarbons obtained.

e. Possibility of reusing the adsorbent.

f. Means of disposal of the adsorbent contaminated by hydrocarbons:

i. Treatment in incinerators.

ii. Treatment in cement plants.

iii. Stabilization and storage2u.

9. Equations to calculate the adsorbent power.

10. Adsorption capacity:

a. Hydrocarbon initial.

b. Hydrocarbon end.

c. Of water.

11. Application techniques of the adsorbents:

a. Shape of the adsorbent.

b. Application technique.

12. Leading global institutions that have tested adsorbents.

13. Main industries that supply adsorbent materials:

a. Address and contact person.
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b. Types of adsorbents they supply:

i. Aspect of the adsorbents.

ii. Main characteristics.

iii. Cost of adsorbents.

14. Matrix for the selection of the adsorbents according to the type of

adsorbent (synthetic, organic, or inorganic), the type of material that

makes it up, and the considerations for its use.

15. Application logic of the adsorbents depending on:

a. Time

b. Quantity required/day.

c. Treatment requirements.

d. Manufacturer suggestions.

The input parameters for the ROSA model, once a specific adsorbent

material has been selected, are the following: mass of spilled hydrocarbon

(kg), area occupied by the spill (m2), spraying rate of the system used (L/

min), and price of the adsorbent (h). By default, once a certain adsorbent has

been selected, the model indicates its price, which can be modified at any

time to keep it updated.

The output parameters of the ROSA Model are:

1. Amount of adsorbent to be used (kg)

1.1 For a fast treatment.

1.2 For a comprehensive treatment.

2. Application time (min).

3. Scope of the downwind spraying system (m).

4. Spraying system coverage speed (m2/min).

5. Cost of the adsorbent material (h).

6. Percentage of water retained by the adsorbent (%).

The model selects the most appropriate adsorbent from its database, as

well as the savings obtained with the selected adsorbent.

9.8 Treatment of crude oil by dispersants

Before dealing with dispersants, it is appropriate to clarify two particular

misconceptions about them. The first erroneous concept is that the disper-

sants task is to sink hydrocarbons, forming a lethal layer on the bottom of

the sea. The second misconception refers to the fact that dispersants have a

higher toxicity than oil itself. The today third-generation dispersants are

surface-active concentrates, which are miscible with water. They can be

applied in their pure or prediluted state and are very useful for the treatment

of hydrocarbon spills, for oil from low to intermediate viscosity.

A crude oil dispersant is a compound containing polar groups, compatible

with hydrocarbons, and a polar group, compatible with water. The task of
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dispersants is to decrease the surface tension, so that, once the hydrocarbon

droplets have formed, they do not tend to congregate. Since hydrocarbon-

degrading microorganisms are found in seawater and not in hydrocarbons,

the biodegradation process occurs on the surface of the formed droplets.

Therefore, by increasing the surface area of the droplets the biodegradation

process is increased. For example, a droplet of 1 mm in diameter, when sup-

plied with high mixing energy, can disperse and form 10,000 new drops,

with diameters ranging from 1 to 70 μm (ITOPF, 2014b). Laboratory studies

show that the most stable dispersions are those with a diameter of less than

45 μm. If the average size of the newly formed particles was about 45 μm,

the area would now be 20 times larger (if compared to the initial droplet

size), which would considerably increase the biodegradation process.

9.8.1 Types of dispersants

The first generation of dispersants dates from the 1960s and they were mere

degreasers. Due to their high toxicity, their use was promptly discontinued.

The second generation of dispersants, known as Type I dispersants, contains

a solvent with a low content of aromatic hydrocarbons and the active surface

agent in a concentration between 15% and 25%. They are usually sprayed

undiluted in a dispersant to hydrocarbon ratio of 1:1 to 1:3. Although they

have a lower toxicity than those of the first generation, their use has been

discontinued in some countries. The dispersants of the third generation are

formed by two or three surface-active agents, with glycol and solvents from

the distillate of light type crude oil. The most commonly used dispersants

are the anionic type, such as sodium alkyl sulfosuccinate, and the nonionic

type, such as fatty acid esters and ethoxylated fatty acid esters. The concen-

tration of the active surface agents in them ranges from 25% to 65%.

Two types of the third-generation dispersants can be distinguished today

(ITOPF, 2011a, 2011b, 2011c; CEDRE, 2014): those of Type II and Type III

(the Type I were discarded due to their high toxicity). Type II dispersants

are usually diluted in seawater before being sprayed on the oil spill to a con-

centration of the order of 10%. To achieve high efficiency, the recommended

dispersant/water-to-hydrocarbon ratio ranges from 1:5 to 2:1. Type III disper-

sants are commonly used undiluted and can be sprayed from aircraft or ships.

Recommended doses of pure dispersant to hydrocarbon range from 1:5 to

1:50. Ideally, the dispersant’s effectiveness should be tested with the hydro-

carbon mixture just before application.

9.8.2 Efficiency of dispersants

Information on dispersants tested by CEDRE can be obtained from the

CEDRE website (Grote et al., 2016). There is information on the dispersant’s

efficiency, toxicity, and biodegradability according to the French NF T
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90�345, NF T 90�349, and NF T 90�346. The acceptance criteria have

been defined by CEDRE and used since January 1, 1988. This approval pro-

cedure is carried out without prejudice to the procedures prescribed by

French law No. 77�771 of July 12, 1977, as amended by French law No.

82�905 of October 21, 1982 on the control of chemicals and its implement-

ing provisions (CEDRE, 2014).

9.8.3 Dispersant application methods

When the spilled products have a very high viscosity, such as fuel oils, very

old crudes or emulsions, the effectiveness of dispersants is minimized, so

their use is not recommended. If the spilled products are gasoline or small

quantities of gas oils, which remain on the surface of the sea as thin films, it

is also not recommended to apply dispersants.

The three stages of the chemical dispersion process, of a mixture of

hydrocarbons, are shown in Fig. 9.9 (Bergueiro & Domı́nguez, 1992). In the

first stage, the dispersant is sprayed on the hydrocarbon mixture and it is

supplied with mixing energy. In the second stage, the molecules of the dis-

persant, due to the mixing energy and the decrease of interfacial tension,

migrate toward the hydrocarbon�water interface, causing the crude to break

into small drops that do not tend to mix together. In the third stage, due to

the effect of microorganisms, the hydrocarbons are degraded to carbon diox-

ide, water, nutrients, and cell masses. The first two stages are relatively short

in time while the third stage usually lasts for days or even years.

FIGURE 9.9 Stages in the process of chemical dispersion of a hydrocarbon mixture. (a) Oil

spill without dispersion (b) Dispersant action on oil spill (c) Microorganisms action on dispersed

oil spill.
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Fig. 9.10A shows some dispersion of the crude oil, due to the natural dis-

persants that crude oil has. Fig. 9.10B shows the dispersion of the hydrocar-

bons, moments after a dispersant has been sprayed and the mixing energy

has been supplied. Finally, Fig. 9.10C shows the aspect of the dispersion

formed after some time.

The application method is selected depending on the volume of hydrocar-

bons to be dispersed and their location. When it comes to dispersing small

quantities of hydrocarbons, the dispersants can be sprayed manually by

means of hoses equipped with spray heads. Fig. 9.11 shows an operator

spraying dispersant on a small quantity of hydrocarbon.

Dispersant can also be sprayed from a boat, using spray arms, as shown

in Fig. 9.12.

When the dimensions of the spill are large, it is recommended that the

dispersant be sprayed from a light aircraft, as shown in Fig. 9.13.

For large spills at sea, the dispersant is usually applied from large air-

crafts, as shown in Fig. 9.14.

For oil spills in areas that present difficult access for boats, dispersants

can be sprayed from helicopters, as shown in Fig. 9.15. This technique is

usually very effective since, in addition to spraying the dispersant at very

specific points, the helicopter propellers provide sufficient mixing energy for

effective dispersion of the hydrocarbons.

FIGURE 9.10 Aspect of the partial dispersion of the hydrocarbons (Above), intermediate dis-

persion (Bottom-left), and final dispersion (Bottom-right) From ITOPF. (2011a). Effects of oil

pollution on fisheries and mariculture. Technical information paper (TIPS). London:

International Tanker Owners Pollution Federation Limited (ITOPF); ITOPF. (2011b). Uso de

dispersantes en el tratamiento de derrames de hidrocarburos. Documento de Información

Técnica. London: International Tanker Owners Pollution Federation Limited (ITOPF); ITOPF.

(2011c). Use of booms in oil pollution response. Technical information paper (TIPS). London:

International Tanker Owners Pollution Federation Limited (ITOPF).
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The most modern techniques to use dispersant involve channeling the

hydrocarbons spilled at sea through barriers/booms, which causes the hydro-

carbons to concentrate at the end of the barrier. Fig. 9.16 shows the application

of dispersants over an oil spill, previously channeled to the end of the barrier.

9.8.4 Selection of a good dispersant

There is a large amount of bibliographic data on the dispersing power of

most dispersants on the market. Before the application of a particular disper-

sant, it is recommended to perform laboratory tests to determine its effi-

ciency against crude oil to be treated at sea, in different degrees of aging.

Extreme caution is recommended when extrapolating laboratory results to

the sea, given the great difficulty of accurately replicating sea conditions in a

laboratory.

When dispersing crude oil with Type III dispersants, the most widely

used at the present time, a 1:20 dispersant�crude ratio is usually used. When

the crude oil has a low viscosity and is not aged, this dose can be reduced.

Similarly, when medium viscosity crudes are involved or are aged, this ratio

should be increased. In some cases, it is also recommended to repeat the pro-

cess several times.

To estimate the amount of dispersant needed, the average thickness of the

spill and the area of the spill must be known. If some time has elapsed since

the spill event took place, the average thickness of a slick can be estimated

FIGURE 9.11 Operator spraying dispersant by means of a hose. From National Oceanic and

Atmospheric Administration (NOAA).
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at about 0.1 mm. Therefore, in a hectare, there will be 1000 L. If the ratio is

1:20, the amount of dispersant to be sprayed is 50 L (ITOPF, 2014b).

The dispersant spray rate (discharge rate) (L/s) can be calculated by mul-

tiplying the application rate (L/m2) by the aircraft speed (m/s) and by the

spray arm width (m). The same calculations apply when spraying from a

boat or helicopter.

The main problem that arises when calculating the amount of dispersant

needed resides in the estimation of oil layer thickness, since this varies from

the center of the spill to its edges. The practical and most efficient solution

is to make the calculations with the thickness of the thickest part of the spill,

since if the hydrocarbons in that area are dispersed, those in the thinnest

areas of the spill will also be dispersed.

FIGURE 9.12 Spraying of dispersant from a spray arm placed on a boat. From ITOPF.

(2011a). Effects of oil pollution on fisheries and mariculture. Technical information paper

(TIPS). London: International Tanker Owners Pollution Federation Limited (ITOPF); ITOPF.

(2011b). Uso de dispersantes en el tratamiento de derrames de hidrocarburos. Documento de

Información Técnica. London: International Tanker Owners Pollution Federation Limited

(ITOPF); ITOPF. (2011c). Use of booms in oil pollution response. Technical information paper

(TIPS). London: International Tanker Owners Pollution Federation Limited (ITOPF).
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FIGURE 9.13 Spraying of dispersant from a light aircraft. From Australian Maritime Safety

Authority (AMSA) (2020).

FIGURE 9.14 Spraying of dispersant from an aircraft (United States Coast Guard, 2018).

From United States Coast Guard. (2018). Coast guard’s joint maritime test facility reopens after

completion of final tests. United States Coast Guard United States Department of Homeland

Security. ,https://www.dcms.uscg.mil/Our-Organization/Assistant-Commandant-for-Acquisitions-

CG-9/Newsroom/Latest-Acquisition-News/Article/1682615/coast-guards-joint-maritime-test-facility-

reopens-after-completion-of-final-tes/..
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9.8.5 Limitations of dispersant application

Before making the decision to use dispersants for the treatment of a specific

oil slick, it is necessary to know the amount of oil spilled, the water depth,

the distance of the oil to the coast, the presence of sensitive areas, as well as

the presence of birds, fish, crustaceans, and marine mollusks.

Generally, dispersants are allowed to be used when the spill is far from

sensitive areas, is more than two miles from the coast and the water depth is

greater than 50 m. Fig. 9.17 shows the areas where spraying of dispersants is

not recommended, for example, in the vicinity of the Cabrera Archipelago,

for oil spills of 10, 100, and 1000 tons (Bergueiro et al., 2010).

The DISPERSANT (Oil spill dispersant model) model (Martı́ Moreno,

2008) is a simulation model through which various aspects related to the

treatment of crude oil by means of dispersants can be addressed, depending

on the type of crude oil spilled, its viscosity, the degree of aging, and the

efficiency ratio of the dispersant. As output parameters, the model calculates

the spraying time, the spraying flow, and the cost of spraying, from large

and small aircraft, from helicopters and from boats. Likewise, the model

allows for the calculation of the variation in the concentration of the disper-

sant and the dispersed crude oil in the water column. Table 9.7 shows the

data input and output screens of the DISPERSANT model.

FIGURE 9.15 Spraying of dispersant from a helicopter. https://www.sciencedirect.com/science/

article/pii/B9781856179430100164. M. Fingas (2011). Oil Spill Science and Technology. A

Practical Guide to Chemical Dispersion for Oil Spills. Chapter 16, pp. 583—610. https://doi.org/

10.1016/B978-1-85617-943-0.10016-4.
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Table 9.8 shows the data input and output screen of the DISPERSANT

model for the calculation of time and spray rate and the cost of operating a

large aircraft.

FIGURE 9.16 Photo (above) and scheme (below) of the modern technique used to apply a dis-

persant, channeling the hydrocarbons through containment barriers. From (A) Suzhou Jiahe Non-

Woven Products Co., Ltd. 2020. (B) Authors.
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Table 9.9 shows the input and output data of the DISPERSANT model

for the calculation of the distribution, in the water column, of the spilled

hydrocarbon mass.

Another section of the DISPERSANT model allows to estimate the suitabil-

ity of using dispersants in different coastal environments. The input parameters

to the model are the location of the application point, in the Mediterranean Sea

or the Atlantic Ocean, the distance to the coast, and the depth of the water layer.

Fig. 9.18 shows the input and output data of a simulation.

9.9 Elimination of crude oil by bacterial degradation

One of the most common procedures used to remove oil spilled on the sur-

face of the sea is through bacterial degradation. For such degradation to be

effective, it is necessary that the hydrocarbons are dispersed in the seawater

surrounding the spill. By applying dispersants and the necessary mixing

energy, the mass of hydrocarbons is “broken” into small droplets, which do

not tend to mix together due to the effect of surface tension. The surface of

droplets formed can be a million times larger than that of the original crude

oil slick. Given that the bacterial degradation processes are surface pro-

cesses, the increase in the area of the hydrocarbons brings as a consequence

a notable increase in the process of elimination of the hydrocarbons.

Once the crude oil has been dispersed in the sea, bacterial degradation

processes can begin, provided that a sufficient number and type of microor-

ganisms, capable of metabolizing the dispersed hydrocarbons, are present in

FIGURE 9.17 Application limits of dispersants in the Cabrera Archipelago, for of 10, 100, and

1000 ton pills.
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the marine environment, using them as a source of matter and energy.

Among the marine microorganisms that are capable of metabolizing crude

oil, we can highlight bacteria, yeasts, molds, unicellular algae, and protozoa.

These microorganisms are usually found throughout the world seas, increas-

ing in those marine environments where there has been a previous process of

contamination or in coastal areas that receive untreated urban wastewater

and/or industrial waste.

The most influential factors for the speed and degree of degradation of an

organic substrate are the type of substrate, the presence of nutrients (nitro-

gen, phosphorus, and potassium), the concentration of oxygen and the tem-

perature. Through the process of degradation, the organic substrate is

transformed into carbon dioxide, water, nutrients, and bacterial cell mass.

Based on the existing available knowledge, no single microorganism is

capable of degrading all the compounds present in a crude oil so, sometimes,

it is necessary to resort to “bacterial consortiums” so that the degradation

TABLE 9.7 DISPERSANT Model data input and output screen.

Previous considerations

Spilled product Comments

95 and 98 Octane automotive gasoline. Aviation gasoline
100 Ll Gas oils. JET A1. JP8. Fuel oilsCrude oil aged with
μ. 1.000 mPa.s

Do not use dispersants,
given their low
efficiency

Input parameters to the DISPERSANT model

Indicate the type of oil spilled

Enter your viscosity, mPa.s

Enter the amount of spilled oil, t

Indicate the degree of
hydrocarbon aging (%)

5 10 15 20 25

Proposed efficiency ratio,
hydrocarbons/dispersant

25:1 20:1 15:1 10:1 5:1

Select another efficiency ratio

Indicate the dispersant to be used

Indicate your cost (h/kg) Use the default cost indicated in the database

Model output parameters

Quantity of dispersant to be
sprayed (kg)

Cost of the used dispersant (h)

Amount of the best dispersant
in the database (kg)

Cost of the used dispersant (h)

Savings achieved (%)
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TABLE 9.8 Second data output screen of the DISPERSANT model.

Input parameters to the DISPERSANT model

Select one of the following means for spraying the dispersant Large aircraft

Small aircraft

Helicopters

Boats

Enter the following data Volume of dispersant to be sprayed (L)

Width of spill (m)

Spill length (m)

Spray arm width (m)

Speed of the spraying medium (km/h)

Cost of renting the medium (h/h)

Output parameters to the DISPERSANT model

Spraying time (min)

Spraying rate (L/min)

Cost of the spraying (h) (Minimum 1 h)

TABLE 9.9 Distribution of a crude oil and a dispersant, in the water

column.

Input parameters to the DISPERSANT model

Crude oil to be dispersed Dispersant used

Mass of hydrocarbons to be used (kg) Mass of dispersant to be sprayed (kg)

Spill area (m2)

Model output parameters

Depth range (m) Concentration (ppm)

Crude oil Between 0 and 1 Concentration between 0 and 1

Between 1 and 2 Concentration between 1 and 2

Between 2 and 4 Concentration between 2 and 4

Between 4 and 8 Concentration between 4 and 8
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process can occur with high speed and intensity. Likewise, “biodegradation

accelerators” are often used to supplement the deficit of nitrogen, phospho-

rus, and potassium that exists in some marine environments.

Bergueiro and Domı́nguez (2001) have studied the degradation of crude

oil and dispersants used in the treatment of oil slicks, both in the presence

and in the absence of biodegradation accelerators. They have also studied the

degradation of crude oil dispersed in seawater in the presence of “bacterial

consortia” called “biodegradation activators.” The bacterial consortium used

was formed by bacteria of the family Pseudomonadaceae, of the genus

Pseudomonas, of the species Pseudomonas pútida. These are nonpathogenic

bacteria that normally exist in natural environments, such as freshwater

basins and in the seawater. They can grow in temperatures between 22�C
and 40�C and hibernate at below 4�C temperatures. The biodegradation acti-

vator is marketed in the form of freeze-dried powder formed by the bacterial

consortium itself, which is accompanied by an inert material such as kaolin,

a source of carbon and salts of nitrogen, phosphorus, and potassium. Before

using the biodegradation activator, it is necessary to activate it by mixing the

product with water at a temperature between 10�C and 30�C, adding air to

make it brew for 3�6 hours.

Once the hydrocarbons are dispersed in the water, the biodegradation

accelerator is supplied, consisting of a carbon source, easily biodegradable,

and of an oleophilic nature, to form a single phase with the hydrocarbons.

The carbon source is usually oleic acid. The second component that goes in

the accelerator is formed by a source of phosphorus. One of the first phos-

phorus sources used was the trilauryl phosphate. The third component is

urea, which provides the nitrogen source. Finally, the fourth component of

the biodegradation accelerators is in charge of decreasing the viscosity of the

FIGURE 9.18 Considerations for the use or prohibition of dispersants in seas such as the

Mediterranean or the Atlantic Ocean.
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mixture and reducing the interfacial tension, thus avoiding the coalescence

of the hydrocarbon droplets formed by the effect of the dispersants and the

mixing energy supplied. One of the first compounds of this type was butox-

yethanol. Due to the toxicity that some of these compounds may have, it is

necessary to continue looking for new compounds, more compatible with the

marine environment and allowing a greater decrease in the surface tension

and viscosity of the mixture. In a single oleophilic phase, there are together

the crude oil, the easily biodegradable carbon source, the sources of nitrogen,

phosphorus, and potassium, and the agent in charge of reducing the viscosity

and surface tension. It has been proven that, even in cold climates, the

formed oleophilic microemulsion allows the rapid growth of microorganisms

by consuming the carbon source present in the accelerator. Once that all the

carbon in the accelerator has been almost consumed, the amount of

hydrocarbon-degrading bacteria has increased considerably and biodegrada-

tion of the hydrocarbons can begin. It must be taken into account when crude

oil affects the coast, they can end up deposited in high tides areas, where

there is usually a deficit of both moisture and nutrients.

It is known from experimental studies (Rajendran et al., 2021) that some

large and complex molecules, as well as highly branched hydrocarbons pres-

ent in crude oil are very difficult to degrade, so they usually appear after an

oil spill in the form of high-density tarry masses. These masses end up mix-

ing with algae, sand, and water forming so-called tarballs, which in some

cases end up sinking to the seabed.

Information concerning the degradation of crude oil at sea can be

obtained from ITOPF Technical Information Document No. 2 (ITOPF,

2014b).

Similarly, Bergueiro and Domı́nguez (2001) have studied the degradation

of a Kirkuk type crude oil dispersed in seawater, due to the effect of the dis-

persants present in the crude oil. The dispersion has been generated by agi-

tating 2.5 g of crude oil with 3 L of seawater. The mixture was agitated at

4000 rpm for 5 minutes by means of a three-blade axial flow agitator with a

1:1 propeller pitch with a location not centered in the reactor.

When Bergueiro and Domı́nguez (2001) analyzed the results obtained

from the representation of the variation of hydrocarbon concentration as a

function of time, they observed that the sequence of points was difficult to

adjust to a single equation. However, if the process is divided into two

phases or stages, a good adjustment is achieved. For the Phase I, the results

fit well into an experimental equation, while the Phase II fit into a linear

equation. Table 9.10 shows the results obtained in the degradation of a

Kirkuk type crude oil. Subscripts 1 and 2 indicate a validity for the constants

of Phase I and II, respectively. The values correspond to the end of the first

stage and the beginning of the second stage and are obtained by an iterative

method. Similar results to those obtained by these authors were obtained in

the degradation of crude oil from the “Amoco Cadiz” tanker accident.
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TABLE 9.10 Constants of the equations representing the different stages of the degradation process of a Kirkuk type crude

oil, dispersed in seawater.

Stage Equation Coefficient a Coefficient b t0 (days) Recovered

crude oil (%)

Correlation

coefficient (r2)

I Cs5 a1 �exp(-b1 � t) 29.23 ppm 3.753 1022 day21 0.00 85.7 0.972

II Cs5 a2�b2(t�t0) 4.16 ppm 1.58 ppm day21 52.07 95.7 0.999



Table 9.11 shows the results of the degradation process of a Kirkuk type

crude oil dispersed in seawater by means of the Renex 706 dispersant.

Likewise, Bergueiro and Domı́nguez (2001) have studied the degradation

of the active ingredients of the Renex 706 dispersant. The variation of the

concentration with time fits into Eq. (9.3). The final results are shown in

Table 9.12.

Cs5Cso � eK2ðt2t0Þ2 ð9:3Þ
Further information on the degradation process of crude oil spilled at sea

can be obtained in chapter 9 of Bergueiro and Domı́nguez (2001).

9.10 Filmogens

Filmogens (Hyland and Schneider, 1976) are a series of products used to

reduce the adhesion capacity of hydrocarbons on solid surfaces, such as

rocks, concrete walls, stony beaches, etc. Those on the market are mainly

made up of algae extracts (alginates) which, once they have been sprayed

onto solid surfaces, reduce the ability of hydrocarbons to adhere to these

substrates.

The first important characteristic that these products must have is that

they do not damage the flora and the fauna that lives on the treated surfaces.

The main procedure and characteristics of a standard product are the follow-

ing: Prepare a solution with a concentration of about 5 g/L, stirring for about

20 minutes. It is recommended to spray the solution about 24 hours before

the hydrocarbons impact on the solid surfaces, applying about 0.3 L/m2.

Then the product must be left to dry for about 2�3 hours. It is recommended

to spray the product preferably on the areas affected by high tide and in the

intertidal areas. The time that a filmogen should remain active should be at

least 3�4 days. The protection of the filmogen usually lasts a week.

Once the hydrocarbons have impacted the areas protected by the filmo-

gens, the hydrocarbons can be separated from the affected surfaces by means

of low-pressure water jets, avoiding the impact of pressurized water on the

flora and fauna living on the treated surface. To separate the hydrocarbons, it

is recommended to wash them as quickly as possible or in less than 5 days.

To avoid contamination with the separated hydrocarbons, the area will be

protected by barriers and fences. Subsequently, the hydrocarbons will be

recovered by means of skimmers and adsorbent materials. Although filmo-

gens do not usually have side effects, it is recommended that gloves and gog-

gles be worn during preparation and spraying to avoid skin irritation.

By means of simulation models of hydrocarbon drift in the sea, we can

determine the areas that will be affected, as well as the time of the event. Of

course, the filmogen should not be applied in areas exposed to waves, since

it will not remain on the substrate. Likewise, all necessary means must be in
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TABLE 9.11 Constants of the representative equations of the different stages of the degradation process of a Kirkuk crude,

dispersed in seawater by means of the Renex 706 dispersant.

Stage Equation Coefficient a Coefficient b t0 (days) Recovered

crude oil (%)

Correlation

coefficient (r2)

I Cs5 a1 � exp(-b1t) 256.11 ppm 0.0177 day21 0.00 40.0 0.850

II Cs5 a2�b2(t�t0) 166.04 ppm 0.7776 ppm day21 24.40 89.1 0.980



place to recover the hydrocarbons that have not adhered to the substrate and

therefore return to the sea.

In the event of a massive arrival of hydrocarbons in a very large coastal

area, the most sensitive areas should be selected for preferential protection.

The deposition of all the deposited product must be done with jets of

cold water at low pressure, although in the case that a deep cleaning is

needed, it can be necessary to use jets of water at higher pressure. In the

case that the filmogenis not successfully deposited in the first application, it

is recommended to repeat the process a second time.

When the spilled hydrocarbon mixture has one of the two automotive

gasolines (95 and 98 Octane), no treatment with the filmogen should be car-

ried out, since both gasolines evaporate completely in less than 24 hours.

The same conclusion is reached when the hydrocarbon mixtures spilled has

JET A1, JP8, or any of the gas/oils used for automotive, fishing, and agricul-

tural purposes.

As a mere guide, the amount of Light Arabian crude oil that can be

deposited on a rocky surface is estimated at about 340 g/m2. When this sur-

face has been treated with a good filmogen, the amount deposited can be

reduced to 68 g/m2.

Environment Canada provides information on adhesion values (g/m2), as

a function of the evaporated fraction, for crude oil and derivatives. Further

information on filmogens can be obtained from the following website

(Environment Canada, 2008). The points addressed in this paper are the fol-

lowing: Principles, Material and personnel for distribution, How to proceed,

and Cautions.

9.11 Incineration of spills

As a general rule, the elimination of hydrocarbons spilled on the sea surface

by burning is not usually recommended, since the advantages of this method

usually are less significant compared to the disadvantages. It should be noted

that crude oil usually has sulfur derivatives, which produce sulfur dioxide

during the burning process. Carbon monoxide, sulfur oxides, smoke, sus-

pended particles, and soot are also often produced. For these reasons, the

technique of burning is not usually implemented when the spill is near the

TABLE 9.12 Kinetic coefficients in the degradation process of the nonionic

dispersants of Renex 706.

Cso (ppm) K2.10
25

(days22)

t0 (days) t (days) Coefficient

regression (r2)

49.57 8.13 0 78.5 0.988
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coast and there is a high probability that the gases originated during the

burning process affect the population living in that coastal areas. In areas far

from the coast, it is a technique that was applied under strict control and

safety conditions during the spill of the Deepwater Horizon platform in the

Gulf of Mexico. Fig. 9.19A and B shows a controlled fire from a spill from

the Deepwater Horizon platform on May 6, 2010, in the Gulf of Mexico,

under the supervision of the US Coast Guard.

Through the FIRE model (Martı́ Moreno, 2008), issues related to the

burning can be assessed. Initially the spill is surrounded by containment bar-

riers deployed in an open or closed U shape. The longitudinal part of these

barriers is of a conventional type, while the curved barrier is a fireproof

type, to resist high temperatures.

The safety regulations require that the vessels where the supervisor and

the head of operations are located must be at a distance of more than 50 m,

while the vessel where the skimmers are located for the recovery of

unburned fractions must be at a minimum distance of 200 m. The involved

personnel must be provided with safety suits and masks, which they will

wear during the entire time of the burning operation.

Once all the safety measures have been checked, the spill is sprayed with

gelled gasoline and incendiary darts are thrown to start the combustion pro-

cess. In some cases, the fire may extinguish, and it may be necessary to

repeat the previous steps of ignition again. In other causes, the beginning of

the burning process is initiated manually by means of a flare, although it is

not usually recommended because of the high risk to the personnel who per-

form it.

The input parameters to the FIRE model are the diameter of the spill and

the type of U deployment of the barrier: open U or closed U. The length of

the spill should be 1/3 or 1/2 of the half length of the fire barrier. This condi-

tion is imposed so that the thickness of the hydrocarbon layer is always

greater than 2 mm (Fig. 9.20).

The data shown below are the result of the simulation of the burning pro-

cess of a crude oil spilled in the sea with a diameter of 200 m. This spill is

contained by an open U-shaped barrier. The length of the slick contained

between the barriers is d/3, where d is the length of the fireproof semibarrier.

The output parameters of the model are:

Safety distance between the tugs: 210 m

Total length of the barrier: 666.67 m

Length of the fire-resistant barrier section: 133.33 m

Length of the conventional section (two sections): 266.67 m

Area occupied by the spill: 25�473.23 m2

Volume occupied by the spill: 50.95 m3

Minimum burning area: 9819.11 m2

Burning speed: 4.83 m3/day

Removal speed: 0.49048 L/(m2�day)
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Burning time: 4.08 days

Safety distance: 6110 m

Heat flow: 713384.51 kW

Temperature: 950�C

FIGURE 9.19 Process of burning an oil spill from the Deepwater Horizon platform in the Gulf

of Mexico (A) and (B). Photo from Associated Press/Gerald Herbert (2010)
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Among the advantages of “in situ” burning are:

1. Approximately 90% of the spilled oil at sea surface can be quickly

eliminated.

2. Any mixture of hydrocarbons can be burned, although very old crudes

and fuel oils pose ignition problems.

3. The process requires a minimum of staff and logistical input.

4. Hydrocarbons can be removed safely and effectively.

5. The final unburned waste can be recovered by traditional mechanical

procedures.

6. The column of smoke usually dissipates quickly and does not cause pro-

blems for the environment.

Among the disadvantages of “in situ” burning are:

1. It generates a large amount of smoke with great visual impact.

2. Smoke can reduce visibility.

3. The water below the slick can be heated due to the combustion energy.

Among the limitations of “in situ” burning are:

1. The thickness of the hydrocarbon layer must be at least 2 mm, although

higher thicknesses are recommended for effective combustion.

2. If the hydrocarbons are emulsified, the ignition is very difficult.

3. If the diameter of the slick is greater than 225 m, it is recommended to

separate it into smaller slicks.

In the event of a boat catching fire, the management of the extinguishing

can be carried out by the FOAMS model (Martı́ Moreno, 2008). The input

FIGURE 9.20 Operating conditions of the process of burning oil spilled at sea.
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parameters for the FOAMS model are the length of the vessel, its beam, the

width of the largest tank, and the price of the foam.

The output parameter of the model is the foam flow to be sprayed. This

flow rate is estimated as a function of the total area of the vessel, the area

of the largest tank, and the area swept by the largest tank. From all these

parameters, the one with the higher value is usually selected. It is recom-

mended that the spraying rate should never be less than 1250 L/h. The

FOAMS model allows access to a series of considerations about treatment

with foams. Among all the theoretical considerations, we can highlight the

following:

1. Considerations regarding the extinguishing of fuel fires, by means of

the application of foams.

2. Structure of a flame.

3. Flame extinction, as a function of:

The blocking oxygen supplied to the fuel.

The isolation between the vapors and the fuel.

The cooling of the fuel with the water from the foam.

4. Classification of concentrated foams: types and characteristics.

5. Main characteristics that the foams must have.

6. Foam expansion ratios.

7. Expansion process of a foam.

8. Matrix for the selection of foams that minimizes or suppresses the

release of toxic products or flammable vapors.

9. Theoretical considerations regarding the calculation of the speed needed

to apply the foams.

10. Optimal speed for the application of a foam.

9.12 Tarred balls

Since the treatment processes for oil spills at sea are usually not one hundred

percent effective, it is common that a series of tarry residues known as “tar-

ball” are left behind. These residues usually remain in the water for a long

time, because their bacterial degradation is usually minimal or nonexistent,

due to their high viscosity.

By means of the BOLAS (Tarball model) model (Martı́ Moreno, 2008),

the evolution of these tarballs in the seawater can be assessed. The input

parameters to the BOLAS model are shown in Table 9.13.

The model allows access to general information, such as the equa-

tions used to calculate the density of tarballs, their origin, and the causes

of their formation and to the logistic requirements for the recovery of

tarballs, necessary equipment and materials, speed of cleanup, fuel

requirements for the vehicles used, and the requirements for access to

contaminated areas.
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9.13 Toxicity of crude oil, dispersants, and of the mixture

One of the parameters to be considered before deciding on a specific spill treatment

is toxicity. To measure toxicity, the “Lethal Dose” and “Lethal Concentration”

expressed as LD50 and LC50, respectively, are often used (CCOHS, 2018).

The LD50 is defined as the amount of a given product that can cause the

death of 50% of a group of test animals. It is a way of measuring the poten-

tial short-term poisoning (acute toxicity) of a product. It is usually expressed

in mg/kg. The LC50 is the concentration of a substance that can cause the

death of 50% of a group of test animals. It is usually expressed in ppm. The

key difference between LD50 and LC50 is that LD50 represents the lethal

dose, while LC50 represents the lethal concentration.

There are different types of toxicity tests, which can be performed on various

species. The different species differ in their susceptibility to chemicals, most likely

due to differences in accessibility, metabolic rate, excretion rate, genetic factors,

dietary factors, age, sex, health, and stress level of the organism.

As standard species for the determination of the toxicity of crude oil,

derivatives, and dispersants, the following animals are used:

1. Daphnia magna. Known as “water flea.” It is a species of planktonic

crustacean of the suborder of cladocerae that, as an adult, measures up to

5 or 6 mm.

TABLE 9.13 Input and output parameters of the BOLAS model.

Input parameters of “BOLAS” model

Parameter Usual values

Percentage of sand in the tarball 0%�45%

Percentage of organic matter in the tarball 0%�45%

Density of the hydrocarbon mixture 700�950 kg/m3

Density of the sand that makes up the tarball 2.300 kg/m3

Density of organic matter 900 kg/m3

Degree of aging of the mixture 0%�45%

Output parameter of the “BOLAS” model

Calculation of the density of the tarball

Considerations to take into account

If the density of the tarball is greater than 1.033 g/cm3 The ball sinks into the sea

If the density of the tarball is less than 1.033 g/cm3 The ball floats in the sea

If the density of the tarball is equal to 1.033 g/cm3 The ball remains “gabled”
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2. Patella vulgata. Known as “common limpet.” It is a gastropod mollusk

from the Patellidae family.

3. Crangon crangon. Known as “brown shrimp” or “common shrimp.” It is

a species of shrimp from the family Crangonidae, order Decapoda

As defined by the American Society for Testing and Materials (ASTM

International) (ASTM, 2021), these species are typically selected based on

its availability, commercial, recreational and ecological importance, success-

ful past use and regulatory use.

Normally, for fish the toxicity is expressed as LC96
50, for the crustaceans

as LC48
50=EC

96
50 and for the inhibition of microalgae growth as EC972

50 .

For fish:

Log LC50 52 0:94 Log POW 1 0:94ð0:000068 POW 1 1Þ2 1:25 ð9:4Þ
where Log POW is the logarithm of the octanol/water distribution coeffi-

cient (KOW) and Bioconcentration factor (BCF) the potential of a substance

to bioaccumulate.

The relationship between the logarithm of the distribution coefficient

(Log POW) and the BCF is shown in Table 9.14.

9.13.1 Danger zones

The Lethal Concentration values serve to define the different danger zones.

The Type A danger zone is defined as one where the LC50 is equal to or

less than 300 ppm. In the Type B danger zone, the LC50 is higher than

200 ppm, but lower than 1000 ppm. In the Type C danger zone, the LC50 is

higher than 1000 ppm, but lower than 3000 ppm. Finally, in type D danger

zone, the LC50 is higher than 3000 ppm, but lower than 5000 ppm (CCOHS,

2018).

TABLE 9.14 Relationship between the logarithm of the distribution

coefficient and the bioconcentration factor (BCF).

Value Effect Value of BCF

Log POW, 1 Not bioaccumulate Not measurable BCF

Log POW, 2 Very low potential to bioaccumulate 1,BCF, 10

Log POW, 3 Low potential to bioaccumulate 10,BCF, 100

Log POW, 4 Moderate potential to bioaccumulate 100,BCF, 500

Log POW, 5 High potential to bioaccumulate 500,BCF, 4000

Log POW. 5 Very high potential to bioaccumulate BCF. 4000

Decision support tools for managing marine hydrocarbon spills Chapter | 9 333



9.13.2 Standardized analysis methods

A variety of acceptable standardized analytical methods have been published.

Some of the most widely accepted agencies for publishing these methods in the

United States are the American Public Health Association, the US Environmental

Protection Agency (EPA), ASTM International, the International Organization for

Standardization (SCC, 2021), the Canadian Ministry of Environment and Climate

Change (APHA, 2021), and the Organisation for Economic Cooperation and

Development. Standardized methods (OECD, 2021) offer the ability to compare

the results obtained with these methods between different laboratories.

There are many types of toxicity tests widely accepted by the scientific

world and regulatory agencies. The type of method used depends on many

factors: the specific regulatory agency performing the test, the resources

available, the physical and chemical characteristics of the environment, the

type of toxic product, the species available in the environment, the laboratory

and field analyses, the selection of the endpoint and the time, and resources

available to perform the analyses are some of the most common influencing

factors in the design of the tests.

Lethality is the most common effect used in toxicology and used as an

endpoint for acute toxicity testing. While chronic toxicity tests are per-

formed, sublethal effects are the final indicators observed. These endpoints

include behavioral, psychological, biochemical, and histological changes.

There are several effects that occur when an organism is simultaneously

exposed to two or more toxic products. These effects include additive

effects, synergisms, potentiating effects, and antagonistic effects.

The additive effect happens when the combination of the effects is equal

to the sum of the individual effects.

The synergistic effect occurs when the combination of the effects is

much greater than the sum of the individual effects.

Potentiating effect occurs when an individual chemical that has no effect

is added to a toxic product, and its combination has a greater effect than the

toxic product alone.

The antagonistic effect occurs when a combination of chemicals has less

effect than the sum of their individual effects.

Table 9.15 shows the classification given by GESAMP (2013) to catalog

toxicity by grades.

9.13.3 Assessing of toxicity using the EVA (Hydrocarbon
Evaporation Rate model) model

The flowchart of the EVA model (Martı́ Moreno, 2008) is as follows. First,

the model allows access to folders, containing all the basic information about

the mean Lethal Concentration (LC50), the mean Effective Concentration

(EC50), and the mean Tolerance Limit (TLm).
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The EVA model allows determining the lethal dose of a compound from

its molecular structure through the procedure of group contribution and

determining the lethal dose of crude oil and derived products of dispersants

and of crude oil mixtures and dispersants. Table 9.16 shows the input and

output values of the EVA model, for the calculation of the toxicity of the

Decane hydrocarbon (Veith, Call, & Brooke, 1983).

EVA model also allows obtaining the toxicity of crude oil and its deriva-

tives, of dispersants and of the mixture of both. Table 9.17 shows the input

and output data of the toxicity of a Light Arabian crude oil, of the dispersant

TABLE 9.15 Lethal dose and its meaning according to the GESAMP.

GESAMP number Meaning LC50 96 h (mg/L)

5 Extremely toxic , 0.01

4 Very toxic 0.01�1

3 Moderately toxic 1�10

2 Slightly toxic 10�100

1 Virtually nontoxic 100�1000

0 Nothing dangerous . 1000

TABLE 9.16 Input and output values of the EVA model for the toxicity of

the Decane.

EVA model input data

Compound
selected

CH3 groups CH2 groups

Number
of groups

Toxicity
contribution
factor value

Number
of
groups

Toxicity contribution
factor value

Decane 2 0.702 8 0.527

Output parameters of EVA model

Bioaccumulation factor (Log P) 5.62

DL 50 (mg/L) 1.00

Toxicity according to Veith and Brooke’s criteria Low toxic and low
bioaccumulative
product

Qualification according to GESAMP 2, slightly toxic
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BP 1100X and of a mixture of Heavy Fuel Oil and the dispersant Corexit

7664.

9.13.4 Innovative ecofriendly biosolvents for combating oil
pollution

The need to use natural dispersants that could be used instead of the chemi-

cal one without harming the marine environment, led the development of an

innovative plant extract ecologically friendly, nontoxic solution, known as

MSL aqua control for sea surface oil spill cleanup operations for semi closed

sea areas, as well as for sedimented oil (Theodorou 2017, 2016). The MSL

solution effectiveness based on the high and fast reduction of the oil tension

at sea surface and the resulting drastic evaporation, following the interaction

of the MSL solution with the spilled oil. In the case of sedimented oil, the

MSL solution converts it to liquid in the form of droplets, and then smooths

the progress of their dispersion in the water column and their rapid evapora-

tion when they rise at the sea surface.

A detailed laboratory examination of the MSL solution regarding its effi-

ciency, degradation, toxicity, capability to remove the total petroleum hydro-

carbon, and several other contaminant parameters (biological oxygen

demand, chemical oxygen demand, fats oils grease, total phosphorous, and

total Kjeldahl nitrogen), were carried out using seawater samples after the in

situ deployments of the MSL solution in several polluted coastal areas and

semi closed resources in Cyprus (Kaniklides and Costa, 2017), as well as in

Greece and Egypt. Based on these extended laboratory examinations, the

efficiency of the MSL solution was found to be more than 80%, that is, high-

er by more than 20% than the chemical dispersant efficiency recommended

by EPA, while the biodegradation rate of the Arabian crude oil for example

TABLE 9.17 Toxicity of Light Arabian crude oil, BP 100X dispersants, and a

mixture of Fuel oil and Corexit 7664.

Input parameters of EVA model Output parameters of EVA model

Type of compound Tested species Toxicity value

(48 h LC50)

Toxicity value

(96 h LC50)

Middle Arabia Daphnia magna 7.4

Dispersant BP 1100X Patella vulgata 3700 3700

Heavy fuel oil Pecten opercularis 120

Corexit 7664
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was as high as 90% after 4 days from the MSL solution deployment. The

MSL solution toxicity was tested for various marine organisms, such as

shrimps and fishes and was varied between 200 and 600 ppm, depending on

the used species.

The MSL solution, as demonstrated in Fig. 9.21 from its initial deploy-

ment at the oily polluted sea surface until the oil biodegradation, acts during

several phases, which are visible first from the oil slick color change. The oil

spill initially from black turns to brown and then to light brown with the for-

mation of thin sheen due to the reduction of the oil tension and the fast evap-

oration, and at the final phase when the polluted sea area becomes clear

from the oil slick. The MSL solution was used successfully for the cleaning

and the maintenance of the good environmental condition of marinas, fisher-

ies shelters, ports, tourist beaches, etc.

9.14 Slick trajectory models and their operational
applications

Among the questions proposed by managers of oil spills at sea, once a spill

occurs, the following are highlighted: Which trajectory the oil spill will fol-

low at sea under the effect of the winds, sea currents, and waves? Which

coastal areas may be affected by the oil? At what time, the oil will impact

the coasts nearest to the spill? How the volume of oil spilled will vary over

time? What amount of oil will impact the coasts? What amount will be

retained on those coasts? All these questions can be answered through the

application of oil spill models. Oil spill models consist of a number of mod-

ules that, by means of equations or algorithms with different complexities,

depending on the oil spilled characteristics and the prevailed metocean con-

ditions, allow to simulate at different time intervals the spatial evolution of

FIGURE 9.21 Example of the visible phases of an oil slick after the MSL solution deployment,

the reduction of oil tension, and the formation of thin sheen to the clearness of the polluted area.

MEYDAN solutions.
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the spill and its properties. Their aim is to predict in advance the intensity of

the phenomena affecting the spilled oil and, therefore, the existing risks in

areas of interest, in assisting the response agencies. Most of these models

allow for modifications over time, the changes of the metocean conditions.

The data resulting from the oil spill modeling can be obtained in the form of

data files, tables, or graphs, in which two or more variables are related to

each other. In general, the oil spill models include all the phenomena that

affect the oil spillage in the marine environment (spreading and displacement

on water, evaporation, dispersion in air and water, emulsification, sedimenta-

tion, etc.).

Oil spill models are widely used for contingency planning, which are par-

ticularly useful for the personnel in charge of the decisions. By modeling the

most likely oil spill scenarios, the decisions about the appropriate response

measures become more reliable. Similarly, the most vulnerable marine and

coastal areas can be identified and decisions can be made on the appropriate

responses to be taken.

Applied to a fictitious problem, the models are used to carry out oil spill

simulations and thus, train all the personnel that will later act in real spills in

different circumstances. In this way, it will be possible to assist the response

agencies to estimate the necessary resources to be used to minimize the

effects of hydrocarbons on the environment in general.

The effective use of oil spill models, during a real emergency response,

can have its complications since, in a very short time, it is necessary to

know all the properties and characteristics of the spilled hydrocarbons as

well as their evolution over time. The more realistic the data input into the

models, the more accurate the simulation results will be. Most of the input

parameters to the simulations vary spatially and temporally. The models can

predict with some accuracy the changes that a crude oil spill at sea may

undergo and indicate whether such hydrocarbon mixtures are likely to dissi-

pate naturally or whether they are likely to reach the surrounding coast. Spill

managers typically use this information to decide on the effectiveness

response techniques to be employed at each point in the spill. It should be

noted that the models are simply simulations and it will necessary to check

the result of their predictions against real-time observations, if available.

In general terms, the main contribution of the oil spill models is their

ability to provide at operational level predictions on the possible evolution of

a spill and its aging. Therefore, before an actual spill, the oil spill models

can be used to identify those sensitive areas susceptible to be affected by the

spill and that consequently need greater and faster response measures. The

software programs currently available cover the following fields:

1. Spill modeling: displacement and evolution over time of the properties of

spilled hydrocarbon mixtures.

2. Databases of crude oil and derivative properties.
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3. Storage and transmission of results.

4. Cartographic data of all the areas susceptible to be affected by

hydrocarbons.

5. Learning and training of the personnel in charge of the fight against oil spills

and the cleaning and restoration of the affected coastal environments.

The following section describes a few selected numerical spill assessment

models.

9.14.1 The OILMAP model

The OILMAP model (RPS, 2021), developed by Applied Science Associates,

incorporate a series of computer models that allows to manage emergency plans

through real-time monitoring of oceanographic and meteorological conditions,

by providing the prediction of the trajectory and aging processes of any oil spill,

from simulations in different points of potential risk. Its modular system allows

to characterize the oil-aging processes along the spill trajectory, both on the sur-

face and in the water column; predicting the probability of interaction of the oil

spill with the coast and, through “backtracking,” it is possible to backtrack the

spill to find out the source of the spill. The processes of spreading, evaporation,

dispersion, and emulsification are implemented through the formulation pro-

posed by MacKay (Lonardo, and Douglas, 1973). Oil interaction with the coast

is formulated according to the retention capacity of each type of coast.

OILMAP also allows to represent georeferenced objects (GIS) and to deter-

mine the environmental impact on natural resources. Using its stochastic model, it

is possible to take into consideration the possible variations of environmental con-

ditions. In this module, the simulations are carried out by means of the random

variation of the initial conditions of the spill, within a period for which meteorolog-

ical and oceanographic data are available. By means of a study of multiple trajec-

tories, contour curves are generated, which allow to evaluate the probability of

finding a particle within the area of study. The different contours can be correlated,

through a GIS database, to help in the assessment of the affected natural resources.

The basic models available at OILMAP are: deterministic model of drift

and aging processes, the stochastic model (probabilistic-impact risk assess-

ment in contingency plans), and the subsurface transport model. It also incor-

porates a backtrack model that allows predicting the origin of an oil spill by

knowing information of its current position and experienced drift.

9.14.2 Trajectory and weathering

The main tasks of this model are the following:

1. Predict the trajectory of an oil spill, both instantaneous and continuous.
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2. By means of a series of algorithms, deal with the phases of hydrocarbon

aging and the interactions with the different types of coast (hydrocarbon-

coast, hydrocarbon-reef, and hydrocarbon-ice).

3. Carry out the animation of the hydrocarbon movement, identifying the

impact on the coast.

4. Represent the time evolution of the hydrocarbon-aging process and visu-

alize the resources, represented in a GIS, impacted by the oil spill.

9.14.3 Stochastic model

It serves to perform the following functions:

1. Determine the probability of the different trajectories that a hydrocarbon

spill can follow.

2. Obtain the percentages of probability of finding hydrocarbons in the sur-

face of the sea and near the coast, as well as to give the contours of route

of the hydrocarbons.

3. Determine the vulnerability of a particular area that has been affected by

a hydrocarbon spill.

4. Determine the possible origin of an oil spill that has been detected

previously.

9.14.4 Subsurface transport model

The objective of this model is to predict the transport of hydrocarbons in the

water column, as well as their incorporation and dissolution in it.

9.14.5 TESEO model

TESEO (Castanedo et al., 2014) is a 3D numerical oil spill model to simulate

the transport, aging, and spatial distribution of oil spills in the marine envi-

ronment, both in the open sea and in bays, estuaries, and ports. It was devel-

oped by the Institute of Environmental Hydraulics, of the University of

Cantabria, in the framework of different projects, such as the ESEOO

(Spanish Operational Oceanography System), financed by the Ministry of

Science and Technology from the United States. The management of the

model is carried out through a friendly graphic interface that provides all the

information required by the managers to deal with an emergency situation at

sea. To achieve this objective, the model consists of a transport and weather-

ing module to represent the evolution and natural processes that crude oil

undergoes once it has been spilled in the marine environment. The transport

module simulates the process of drifting of the spilled oil by tracking inde-

pendent numerical particles representing the oil slick. The evolution of the

particles is calculated by superimposing the transports induced by wind,

waves, currents, and turbulent dispersion. The aging module incorporates
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dispersion, evaporation, emulsion, viscosity and density changes, dispersion

in the water column, sedimentation, and adhesion to the coast. The numerical

model consists of a transport model and a hydrocarbon-aging model.

For operational use, the system is connected via FTP (File Transfer

Protocol) to ocean�meteorological data provider systems (wind, currents,

and waves) both nationally and internationally. The model also provides

hydrocarbon transport prediction, as well as backtracking to identify the ori-

gin of the pollution.

9.15 GNOME model

The GNOME (General NOAA Operational Modeling Environment) is a

model developed by the National Oceanic and Atmospheric Administration

(NOAA) and used by the Emergency Response Division in case of an oil

spill in the marine environment, allowing an accurate estimation of the oil

trajectory plume. The model estimates this trajectory, including an uncer-

tainty analysis, generated by accidental oil spills in coastal areas, taking into

consideration the influence of wind, tides, and currents.

The model output also provides specific data for postprocessing in a geo-

graphic information system or through the GNOME Analyst model. The

application can be used in the development of contingency plans for acciden-

tal marine pollution and in the evaluation of ecological risks, and can help in

the decision making process in the application of dispersants to combat a

spill.

The application has been developed in C11 language, using a two-

dimensional Eulerian/Lagrangian path model. Its development is based on

elements of object-oriented programming and classes, allowing the model to

be easily updated.

GNOME model uses a stochastic (Monte Carlo) motion engine, where

data from the operational observing system (force data) is assimilated along

with a set of parameters such as wind drag coefficient, turbulent diffusivity

and uncertainty factors for each component.

The result is a time series of spot charts, representing a certain amount of

probability. If a real emergency situation occurs, the trajectory is estimated

by selecting “nonweathering” as the type of pollutant.

For detailed information on the aging processes, the model is supported

by the ADIOS2 (Automated Data Inquiry for Oil Spills) tool.

9.15.1 Simulation of drift

The input parameters for the simulations performed with the OILMAP,

GNOME, and TESEO models are shown in Table 9.18.

Fig. 9.22 shows the path and position of the spill after 228 h. The simula-

tion has been carried in the vicinity of the Salinas of Ibiza (Spain), which
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TABLE 9.18 Input parameters for the oil spill models.

Input parameter Characteristic/intensity

Spilled oil type Light Arabia crude oil

Oil spill models used OILMAP, GNOME, TESEO

Location of the spill source 39�050 0.0vN; 0�370 50vE

Type of spill release Discontinued

Spilled volume (m3) 100

Duration of discharge (h) 96

Duration of the simulation (days) 10

Wind direction (�) West�north�west (292.50)

Wind intensity (m/s) 8

Direction and intensity of sea currents The predominant ones during all
the time that the simulations last

Air temperature (�C) 20

Water temperature (�C) 15

Wind factor 3.5

FIGURE 9.22 Path and position of the spill after 228 h from its origin. Yellow spots represent

the marine areas likely to be affected by the spill, black spots are marine areas with a higher

probability of being affected, and red spots are coastal areas impacted by hydrocarbons.
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simultaneously are a National Park, a ZEPA zone (Special Protection Area

for Birds), and an ANEY zone (Natural Area of Special Interest).

Fig. 9.23 shows the path followed by the spill and the points on the coast

that have been impacted by the hydrocarbons. The red spots indicate the

coastal areas where the hydrocarbons have impacted, whereas the yellow

spots indicate the coastal and maritime areas with a high probability of being

affected by the oil spill. Finally, the black spots represent the marine areas

where there is still hydrocarbon on the sea surface.

In addition to the visualization of the trajectory followed by the spill and

the coastal areas susceptible to be affected by the hydrocarbons, the model

allows to estimate the thickness of the different layers of hydrocarbons, indi-

cated by colors. When the area of the spill appears in blue, its thickness is

greater than 0.0001 mm, but less than 0.001 mm. When the area of the spill

appears in green, its thickness is greater than 0.001 mm and less than

0.01 mm. If it appears in yellow, its thickness is greater than 0.01 mm and

less than 0.1 mm. Finally, if the representation appears in red, its thickness is

greater than 0.1 mm, but less than 1 mm (Fig. 9.24).

The simulation model predicts the variation of the volume of hydrocar-

bons (m3) that remain on the sea surface, the volume that has been dispersed

into the water column, due to the effect wind/wave action, the volume that

has been deposited on the coast, the volume that has been evaporated, and

the volume that has not been able to be detected (Fig. 9.25).

The model also simulates the viscosity variation with time (Fig. 9.26),

the thickness of the hydrocarbon layer, the total area of the spill, and the

total volume of the emulsified oil remaining on the sea surface.

Fig. 9.27 shows the variation with time (h) of the thickness of the remain-

ing hydrocarbon mixture (m).

FIGURE 9.23 Trajectory through the spill and points of impact on the coast.
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The variation with time (h) of the total area of the spill (m2) that remains

on the sea surface is shown in Fig. 9.28.

Fig. 9.29 shows the variation over time (h) of the total volume (m3) of

the oil slick including the emulsified.

9.15.2 Simulation results—TESEO

The input parameters for the simulation with TESEO are shown in

Table 9.18.

FIGURE 9.24 Indication of the thickness of the different hydrocarbon stains by means of

colors.

FIGURE 9.25 Variation with time of the volume of hydrocarbons that have been remained on

the sea surface, dispersed into the water column, evaporated, and retained on the coast.
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FIGURE 9.26 Variation of the viscosity of the mixture of hydrocarbons that remain on the sea

surface.

FIGURE 9.27 Variation with time of the thickness of the remaining hydrocarbon mixture.

FIGURE 9.28 Variation over time of the total area of the spill.
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Fig. 9.30 shows the points on the coast that have been affected by the

hydrocarbons and the position of the remaining hydrocarbons, once they

have entered the sea.

Fig. 9.31 shows the path followed by the spill. This path is divided into

eight zones, each zone separated by a 12-hour time interval.

FIGURE 9.29 Variation over time of the total volume of oil including the emulsified.

FIGURE 9.30 Points on the coast that have been affected by hydrocarbons and the position of

the remaining hydrocarbons, once they have entered the sea.
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As results of the simulations, the model provides the following results:

1. Variation of density (kg/m3) of the remaining hydrocarbons with time (h).

2. Variation of the evaporated fraction (%) with time (h).

3. Variation of the mass of evaporated hydrocarbons (t) with time (h).

4. Variation of the emulsified content (%) of the remaining hydrocarbon

mixture with time (h).

5. Variation of the mass of remaining hydrocarbons (t), including the emul-

sified, over time (h).

6. Variation with time (h) of the percentage (%) of hydrocarbons that have

been deposited on the coast.

7. Variation with time (h) of the mass (t) of hydrocarbons that has been

deposited on the coast.

8. Viscosity variation (cSt.103) with time (h) of the remaining hydrocarbon

mixture.

9.15.3 Simulation results—GNOME

The input parameters for GNOME are the same as for the previous simula-

tions, shown in Table 9.18. GNOME provided the slick path in a general for-

mat or superimposed with the current flow field.

FIGURE 9.31 Oil spill trajectory modeling. Path followed by the spill, divided into eight

zones, separated by 12-h intervals.
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The position of the spill, 15 days after its origin, is shown in Fig. 9.32. After

this time, part of the hydrocarbons impact to the west and south coast of the

island of Ibiza, in Las Freus and also to the west of the island of Formentera,

while another part of the hydrocarbons moves southward into the open sea. This

figure also shows the point where the spill was originated (1).
Fig. 9.33 shows the final position of the spill and the impacted areas of

the hydrocarbons on the coast, superimposed with the sea currents field.

9.15.4 Model simulations—concluding remarks

Based on the model results, it is concluded that most of the south and west

of the island of Ibiza, the west of the island of Formentera, and the reserve

of the Natural Park Salinas of Ibiza are susceptible of being affected by the

oil spill analyzed. The impact times of hydrocarbons in the different coastal

environments of the islands of Ibiza and Formentera are those indicated in

Table 9.19.

The Natural Park reserve of Salinas of Ibiza covers an area of about

3000 ha on land and 13,000 ha on sea, extending over the south of Ibiza and

the north of Formentera. It also occupies the section of the sea that separates

FIGURE 9.32 Position of the spill after 15 days of its origin.
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them, home of a large part of the oceanic posidonia prairies that surround

the islands, that was included in the declaration of Ibiza as a World Heritage

Site in 1999.

The Salinas were declared a Natural Park in 2001. Furthermore, all these

areas form the ANEY (Natural Area of Special Interest) and the ZEPA

(Special Protection Areas for Birds), of ornithological interest for the

European Union.

The reserve also includes a saltwater lagoon known as “Estany Pudent”

and “Estany Pudent,” which is connected to the sea by the “Punta de Sa

Boca.”

Knowing the trajectories of the slicks, contingency plans can be designed

for their containment by barriers, fences, and interceptors. The recovery of

the oil slicks can be carried out by means of skimmers and possible treat-

ment with dispersants. Once the coastal areas susceptible to be affected by

oil slicks have been identified, the response measures regarding to their

FIGURE 9.33 Final position of the discharge, superimposed with the sea currents field.

TABLE 9.19 Impact times of hydrocarbons in different coastal

environments of the islands of Ibiza and Formentera.

Impacted area Time of impact (h)

First impact on the island of Ibiza 55

First impact on the “Freus” 63

First impact on the island of Formentera 121

Hydrocarbons that go into the sea 240
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protection can be studied, by means of containment barriers, cleaning, and

restoration of these areas. Finally, with the results of the simulations, it is

possible to determine the marine areas where fishing activities and maritime

traffic should be restricted, both during the time that the oil slicks are on the

sea surface and during the time dedicated to the cleaning and restoration of

the affected environments.

9.16 Integrated management of coastal areas after a spill

Although the current techniques of oil containment, through barriers, fences,

and interceptors, and the recovery of the same, through skimmers and/or

adsorbents are sufficiently developed, usually part of the spilled oil ends up

impacting the coast near the spill. The actions that need be taken in case of

an oil spill, which ends up impacting a coast, is usually managed through a

procedure called Integrated Management of Coastal Areas (IMCA). IMCA is

defined as a dynamic process that, bringing together governments, societies

in general, scientists, administrations and public and private interests,

achieves the preparation and execution of a contingency plan, whose main

objective is to minimize the impact of an oil spill on the marine environment

(European Commission, 2016). The plan must also respond to the expecta-

tions of all the users of the coastal areas that may affected by the oil slick.

Since the purpose of the plan is to minimize the impact of oil spills, it is nec-

essary to manage the available environmental information in operational

way. This is achieved through an interactive process between decision

makers and experts who will give the final form to the contingency plan.

The process seeks to optimize all the possible actions related to the pre-

vention of accidents with hydrocarbon spills, as well as those actions aimed

at the containment and recovery of hydrocarbons spilled at the sea and

the cleaning and restoration of coastal environments contaminated by

hydrocarbons.

The architecture of an Integrated Management Plan of a coastal area is

mainly based on what is called management stages, which shows the differ-

ent steps to follow until reaching the definition of the plan. This management

stages are fed by two ways of data entry. One way is the standard type route,

which serves as methodological support, so it is called “Reference

Elements.” The second way, which is specific to the area under analysis, is

called “Local Elements,” allowing the method to be adapted to very different

cases.

A good management system should consist of the following six stages:

Stage 1. Analysis of the problem.

Stage 2. Definition of the coherent management units.

Stage 3. Qualification of the coastal space.

Stage 4. Indicators and indexes.

Stage 5. Information systems.
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Stage 6. Orientations, proposed improvements, and objectives to be

achieved.

Therefore IMCA should begin with an exhaustive study of the problems

presented. As the first stage the coastal area and its features (e.g., wetlands,

lagoons, beaches of fine and coarse sand, pebble beaches, rocky areas, cliffs,

and artificial structures), which may be impacted, should be assessed.

In the second stage, the extent of the coastal area affected by oil slicks

must be assessed depending on the quantity and type of spilled oil that reach

the coast, the metocean conditions (temperature, direction and intensity of

winds, and currents), as well as the characteristics of the coast itself.

In the third stage, a classification of the coastal area must be carried out

with a series of starting hypotheses. It should be noted that the analysis of a

coastal area must be done based on the scientific knowledge describing the

relationships between the different elements.

The fourth stage should address all aspects of indicators and indexes. Its

primary mission is to transform the data operating in three phases. In the first

phase, the parameters and criteria are transferred to the indicators to establish

a linkage criterion. In the second phase, the indicators are transformed into

indexes to prioritize the criteria. In the third phase, the indexes are compared

to classify typologically the coherent management units. The main missions

of the indicators should be the following:

1. They must be measured and quantified or elaborated from available and

reliable data and they also must provide sufficient information on the cur-

rent situation, which will be used as a reference situation.

2. They must be able to be used by all plan managers.

3. They must be of a general nature and allow control of the affected

environment.

The fifth stage concerns the operational information systems providing

the plan managers with the necessary data for a range of situations. A good

information system should allow the acquisition of spatial and thematic data

and the storage of reports in the form of accessible thematic maps. The fol-

lowing issues should be considered when preparing a GIS. Areas represent-

ing ecological interest, tourist and recreational facilities, fisheries and

aquaculture, desalination plants, water intakes for cooling of thermal power

plants, all of which may be potentially affected by oil slicks and/or from dis-

persants spray must be identified, to consider them as of high priority.

The sixth and final stage considers improvements and objectives to be

achieved. Environmental management information should not be dissociated

from the overall management, leading to the development of integrated

coastal zone management models. This management should be shaped in the

following stages:

Stage 1. Identification of the problems to be solved.

Stage 2. Analysis of the causes of these problems.
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Stage 3. Identification of the area to which the Management/Contingency

Plan will be applied.

Stage 4. Identify the most appropriate ways to solve all the problems

presented.

Stage 5. Identification and analysis of all administrative permits that are

necessary for the implementation of the Management/Contingency Plan.

Step 6. Use of all the experience acquired in real cases, carried out

previously.

Stage 7. Proposal of improvements for the new plans.
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